
1. 서론

인공지능(AI)의 발전은 콘텐츠 생성, 자연어 처

리, 예술 분야 등에서 획기적인 가능성을 열었지만,

동시에 저작권 침해와 창작자 권리 침해에 대한 우

려 또한 빠르게 증가하고 있다. 특히 생성형 AI 모

델의 등장 이후, 창작자의 스타일이나 문장, 시각적

언어 등을 무단으로 학습하여 그대로 재현하는 행위

가 현실화되고 있다.

이를 보여주는 대표적인 사례가 대형 언어모델

(LLM)에 대한 저작권 침해 실태다. (그림 1)은 인기

저서의 첫 구절을 입력한 뒤 AI가 이를 얼마나 그

대로 복제하는지를 측정한 결과를 나타낸다. GPT-4

의 경우 전체 입력 중 무려 44%에서 원문을 그대로

재현한 것으로 나타났으며, Claude2, LLaMA2,

Mistral 등 타 모델에서도 유사한 복제 행위가 보고

되었다. 이는 단순한 참고 수준을 넘어 명백한 저작

물 복제로 해석될 수 있는 행위이며, AI가 저작권을

무시한 학습을 수행하고 있음을 보여준다.

이러한 행태는 이미지 생성 분야에서도 유사하게

나타나고 있다. 최근 SNS에서 큰 화제를 모은 ‘지브

리 화풍 AI 그림’ 사례는, 스튜디오 지브리의 고유

한 스타일이 AI 모델을 통해 그대로 재현되며 급속

히 확산된 사건이었다. 이에 대해 지브리의 감독 미

야자키 하야오는 “삶에 대한 모독이다”라는 강한 표

현으로 자신의 철학과 창작의 가치가 침해당하고 있

다는 비판을 제기했다.

(그림 2) AI에 대한 인식 변화 추이
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요 약
본 논문은 AI 모델의 무단 학습으로 인한 저작권 침해를 방지하기 위해, 강화학습 기반 적대적 워
터마크 생성 기법을 제안한다. 에이전트는 이미지에 인간이 인식하기 어려운 노이즈를 삽입하여, 학
습 모델의 성능을 저하시킬 수 있는 워터마크를 학습한다. 보상 함수는 공격 성공률(ASR)과 시각 유
사도(SSIM)를 동시에 고려하며, 반복 학습을 통해 은밀하고 효과적인 워터마크를 생성한다.

(그림 1) AI 모델 저작권 침해 평가
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이와 같은 배경 속에서 AI에 대한 인식 역시 빠

르게 변화하고 있다. (그림 2)는 2024년 7월 YouGo

v가 발표한 대상 설문 결과로, 생성형 AI에 대한 인

식 변화 추이를 보여준다. 전체 응답자의 약 22%가

AI에 대해 전보다 부정적으로 인식하게 되었다고

답변했으며, 특히 미국의 경우 40%에 달하는 응답

자가 부정적 인식으로 전환되었다. 이러한 흐름은

최근 ‘AI Slop’이라는 신조어의 등장으로 이어졌으

며, 이는 생성형 AI가 인터넷 생태계를 오염시키고

있음을 풍자하는 비판적 인식의 확산을 반영한다.

이처럼 AI의 콘텐츠 침해와 사회적 반감이 동시

에 심화되고 있는 상황에서, 창작자가 자신의 저작

물을 AI로부터 방어할 수 있는 기술적 수단이 절실

히 요구되고 있다. 이러한 배경 속에서 최근 주목받

고 있는 대응 기술이 바로 ‘적대적 워터마크(Advers

arial Watermarking)’이다. 이 기술은 사람이 인식할

수 없는 미세한 노이즈를 콘텐츠에 삽입하여, AI 모

델이 해당 콘텐츠를 학습하거나 모방하지 못하도록

하는 방식이다[1]. 대표적인 사례로 Nightshade와 G

laze가 있으며, 이들은 이미지의 시각적 품질을 유지

하면서도 AI 모델의 학습 성능을 효과적으로 저해

하는 기술로 평가되고 있다.

그러나 기존 대부분의 적대적 워터마크 기법은 gr

adient 기반의 고정된 손실 함수 최적화 방식에 의

존하고 있으며, 다양한 환경 변화나 AI 모델의 적응

에 유연하게 대응하지 못하는 한계를 지닌다[2].

본 논문에서는 이와 같은 문제를 해결하기 위해,

강화학습(Reinforcement Learning, RL)을 활용하여

적대적 워터마크를 생성하는 새로운 방식을 제안한

다. 본 방식은 공격 성공률(Attack Success Rate, A

SR)과 시각적 유사도(Structural Similarity Index

Measure, SSIM)를 동시에 고려하는 다중 목적 보

상 함수(multi-objective reward)를 기반으로하여 AI

가 콘텐츠를 학습하지 못하도록 하면서도 사람 눈에

는 변화를 거의 인지할 수 없는 워터마크를 삽입하

는 것을 목표로 한다. 본 논문을 통해 기존의 gradie

nt-based 방법에서 벗어나 강화학습을 통한 동적이

고 적응적인 워터마킹 정책 학습 구조를 제안하고

시각적 품질과 공격 효과를 동시에 고려한 보상 함

수 구조를 설계하며, 이를 통해 향후 디지털 콘텐츠

보호 기술의 발전에 기여할 수 있을 것으로 기대한

다.

2. 선행연구

2.1 NightShade: Gradient 기반 적대적 워터마킹

“Nightshade: Prompt-Specific Poisoning Attacks

on Text-to-Image Generative Models”는 생성형

AI 모델의 학습을 방해하기 위해 프롬프트 특화 적

대적 예제를 생성하는 기법으로 주목받고 있다. 이

방법은 multi-objective optimization을 통해 시각적

변화는 최소화하면서도, 모델 내부의 feature repres

entation을 왜곡시키는 방식으로 동작한다. 특히, 인

간의 눈에는 원본 이미지와 거의 동일하게 보이지

만, AI 모델은 이를 전혀 다른 이미지로 인식하게

된다[3].

그러나 Nightshade는 gradient 기반의 고정된 손

실 함수 최적화 방식에 의존하고 있어, 다양한 환경

변화나 AI 모델의 적응에 유연하게 대응하지 못하

는 한계를 지닌다. 이러한 고정된 최적화 방식은 다

양한 콘텐츠나 학습 모델 변화에 능동적으로 대응하

지 못하는 문제를 야기하며, 이는 실제 환경에서의

적용 가능성을 제한한다.

2.2 기존 강화 학습기반 적대적 공격

강화학습을 활용한 적대적 공격 연구 중 하나인

"Robustness with Query-Efficient Adversarial Att

ack using Reinforcement Learning"에서는 강화학습

에이전트를 활용하여 입력 이미지에 최소한의 가우

시안 노이즈를 추가하여 모델의 오분류를 유도하는

방법(RLAB)을 제안하였다 . 이 방법은 쿼리 효율성

을 높이고, 민감한 영역에 집중하여 공격을 수행하

는 데 초점을 맞추었다[4].

그러나 해당 연구는 시각적 품질에 대한 고려가

(그림 3) Nightshade의 개념

(그림 4) RLAB의 개념
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부족하였다. 즉, 인간의 눈에 노이즈가 어떻게 인식

되는지에 대한 평가나, 시각적 유사성에 대한 보상

함수 설계가 이루어지지 않았다. 이는 실제 환경에

서의 탐지 회피(stealthiness) 측면에서 한계를 가지

며, 시각적 품질을 고려한 적대적 공격의 필요성을

시사한다.

2.3 Stealthy Attack

Stealthy 공격은 인간의 눈에 인식되지 않는 미세

한 노이즈를 추가하여 모델의 오분류를 유도하는 방

식으로, 탐지 회피에 중점을 둔 적대적 공격 기법이

다. 예를 들어, "Stealthy Multi-Task Adversarial A

ttacks" 연구에서는 다중 작업 환경에서 타겟 작업

의 성능을 저하시킴과 동시에 비타겟 작업의 성능을

유지하거나 향상시키는 공격을 제안하였다[5].

그러나 이러한 Stealthy 공격은 대부분 일회성(on

e-shot) 예제 생성에 초점을 맞추고 있어, 지속적인

워터마크 삽입이나 장기적인 모델 학습 방해에는 한

계가 있다. 즉, 훈련 데이터에 지속적으로 삽입되어

모델 학습 자체를 방해하는 형태의 공격에는 적합하

지 않다.

3. 제안하는 방식

본 연구에서는 인간이 인식하기 어려운 수준의

미세한 노이즈를 삽입하여, AI 모델의 학습 성능을

저하시킴으로써 저작권 보호를 가능하게 하는 적대

적 워터마크를 생성하는 강화 학습 기반 프레임워크

를 제안한다.

3.1 프레임워크 개요

(그림 6) 제안하는 방식 프레임 워크

본 논문의 프레임 워크는 다음과 같은 단계로 구성

된다.

1. 입력 이미지

2. 정책 네트워크를 통한 노이즈 생성

: RL Agent(정책 네트워크)는 입력 이미지 를
기반으로 전체 노이즈 맵 를 생성한다.

3. 이미지 변형

: 생성된 노이즈는 원본 이미지에 더해져, 변형된

적대적 이미지 ′   를 구성한다.
4. 타겟 모델 평가

: ′는 공격 대상 모델에 입력되어 공격 성공 여

부가 평가된다. 이는 공격 성공률(Attack Succes

s Rate, ASR)로 정령화 된다.

5. 시각 유사도 계산

: 동시에 와 ′사이의 시각적 유사도를 계산하

여 이미지의 시각적 보존 정도를 측정한다. 이는

SSIM(Structural Similarity Index Measure)로

정량화 된다.

6. 보상 계산

: ASR과 SSIM을 종합한 보상 함수를 기반으로

정책의 성과를 평가한다.

7. 정책 업데이트

: 최종 보상에 따라 정책 네트워크는 업데이트되

며, 반복 학습을 통해 더 정교하고 효과적인 적

대적 워터마크를 생성 할 수 있도록 강화된다.

(그림 5) Stealthy Attack의 예시
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3.2 보상 함수 설계

본 논문의 핵심 기여는 공격 성공률과 시각 유사

도를 동시에 고려하는 다중 목적 보상 함수 설계이

다. 보상 함수는 다음과 같이 정의된다.

Å∙∙ (1)

수식(1)에서 은 적대적 공격 성공 여부

(misclassification 여부)를 의미하며 타겟 공격과 비

타겟 공격으로 나누어진다. 이 때

타겟 공격은   if   
비타겟 공격은   if ≠ 로 정의

된다.은 시각적 유사도에 대한 보상으로 와 
간의 SSIM 값으로 결정된다. 이 때 공격 강도와 시

각 품질 간의 가중치는 로 조절 할 수 있다.
이 설계를 통해, 에이전트는 모델을 효과적으로 공

격하면서도 시각적으로는 거의 변화가 없는 워터마

크를 생성하도록 학습된다.

4. 결론

본 논문에서는 생성형 AI 모델에 대한 저작권 침

해를 방지하고자, 인간의 눈에는 인식하기 어려우나

모델 학습에는 치명적인 영향을 미치는 적대적 워터

마크를 생성하는 새로운 방법을 제안하였다. 제안한

방법은 기존 gradient-based 방식의 한계점을 극복

하고, 강화학습(Reinforcement Learning)을 기반으로

공격 성공률(ASR)과 시각적 유사도(SSIM)를 동시

에 고려하는 다목적 보상 함수를 통해 은밀하고 효

과적인 워터마크 생성 정책을 학습한다.

이러한 접근은 단순한 one-shot 적대적 예제 생성

에 그치지 않고, 정책(policy)을 통한 지속 삽입형

워터마크 생성을 가능하게 하며, 향후 다양한 콘텐

츠 보호 시나리오에 적용 가능한 유연성을 지닌다.

특히, 본 방법은 공격력과 시각 품질 간의 균형을

보장함으로써, AI의 학습 성능을 저해하는 동시에

인간 사용자에게는 자연스럽게 보이는 워터마크 생

성을 실현한다는 점에서 기존 연구들과 비교해 차별

화된 가능성을 보여준다.

본 논문에서는 프레임워크 설계와 보상 함수 구조

를 제시하였으며, 구체적인 실험 및 성능 검증은 향

후 연구로 이어질 예정이다. 향후에는 실제 이미지

생성 모델 또는 분류기를 대상으로 제안한 정책의

효과를 정량적으로 검증하고, 탐지 우회 능력, 범용

성, 방어 회피력 등 다양한 측면에서 확장 평가를

수행할 예정이다.
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