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HAZ Al 7€ PdHdo=m d353 EfE BH =
MAE(Masked Auto-Encoder)”] 4t Aeoz FE33 =d MAE 7]d
A *L‘j’d H| &3} ]7}01 das wAHe] Aot

ol 1% ;
R (5%
3k
0_](1)_[4

1. ME o= AL vsd 2ok 2%edA= MAE
Bukd 9l JoT 71719 Sd4es EHdl AREA ZIgh Ry mad BAHS Avfekal, 3% elA =
o] F353 HE 7H°]7‘4E HE o} Het Fsle] & TARS Hds7] A oA wAYSFY A ZFst
8ol molgol web QIEY Efy o ool s AAE 4ol A= AERS AAT
HTTPS, TLS, VPN ¥ #Z& 4353 7|z g5
stElo] AEEH vk ole dEd 7w WHo 2. B o7
2 oa HolRx AXRE HIT £ QA HHA, Xu et al& MAE(Masked Auto-Encoder) 7]%+9]
ol w3k FAA ZIMoly 3 7wk Wy 5o o EY #HF Ede MTC-MAE(Malware
AEAel Egy BF Wi Z =HS AFH Traffic Classfication-Masked AutoEncoder)& A<t
Ak (1] #A "Hedadt 22 AFAS(AD 7=l gt [3]. 19 12 MAE 7|8F 257 2de +x 4
DHstHA, st Egge] dd 2 5A4& g Alolt}, dld Zde MAE 7|ub AMAEHS 53
F 7led RdE EfQE FEoto ERee 9T AAE7F digt R vlEolE ofd EgT dHolEE 8
o] &e] 1P U [2] 2 F dHeolEo] F Fotal, FAFeA #HolE dHelHE w3l shaet
oAu g EYT s aRHow &§atr] 93 & ot gy 9 Ede =2 Al BExeel das)
Z|A=gE 7IRke] HaW, 53] Masked Efg 3} nietszst Eggol E3d dHoly AleA
Auto-Encoder 7|¥F ®dle F&53 whgk g B T Aol "Wolxe o]l vt Zhao et al&
ofF=3 A} AT MAE 7|4 md2 &5 ALt Fine-Tuningol Al + 71¢] JAzdE AAste] 2H7zt
o] =a Rde Fxy7l BEgsitE A o)y PL(Packet-Level) <53 FL(Flow-Level) 459
A= AA dzeto] HE57] oAde FAFS TF TAaAQ of'ldE HE3 YaTC EES At
Al i [4]. YaTC= AAg Aad HAUSES 28 w2
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MANE ot SAASL Holy £ MFR ¥
g8 ALE319 T ©o]E §3l], PL Attention2 94HE
FEZ ONHAA ONY/M)ew 3 FL
Attentione 3| X E< Pooling A4S Ea) NoA
JNAZ #2AA odlAde] HAms O(N?)lA
ON)o2 ¥39th YaTCy #Hold 7 Ao
HAFA T o]gfd =¥k g =g ¥ =2 <
Ab BREE AYa glo] B4 58S Eolv] A%

A7 A&Ea gl

3. =5t Yot

3-1) d& 8 M |l o7 dE A4
YaTCx= EES o4 9= 733, Token
Pooling 7|'H& B3] EEY & ZA4AAA A B
Hres Jhdstdo 1dy MFRO 99 A7)+
40*40 0% B} ®do| vl =t wakA, 9H =27)
5 4% A=Eg deoly xule]l AwstE ojdA
HAUSEES AL&dtd o U2 A5 S 71dE
T

3-2) LoRA 7|4 XM &

LoRA(Low-Rank Adaptation)= ol€lAd A4kl 3l

7}s A 73414 Low-Rank §H = A 33te] ALt
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