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요       약 

최근 인공지능 기술이 다양한 분야로 확산되면서 사용자 디바이스에서 인공지능 모델을 학습시

키는 온디바이스 학습 기술이 주목받고 있다. 이는 로컬 환경에서 데이터를 수집과 모델 학습을 모

두 수행함으로써 개인정보의 노출 방지와 네트워크 지연 최소화를 가능케 한다. MCU 기반 Edge 디

바이스에 지속적인 동작이 가능한 인공지능 모델을 탑재하기 위해서는, 저장공간 제약과 전원의 차

단과 복귀가 반복적으로 발생하는 디바이스의 동작 특성을 고려한 프레임워크의 설계가 필요하다. 

본 연구에서는 이와 같은 조건을 만족하도록, 모델의 연속적인 학습이 가능하며 하드웨어 이식성이 

있는 비휘발성 메모리 활용 인공신경망 프레임워크를 구현하고, 실험을 통해 전원 차단 이후에도 

세션이 지속적으로 유지되고 모델 검증 절차가 정상적으로 동작함을 확인하였다. 

 

1. 서론 

최근 인공지능 기술은 다양한 분야에서 빠르게 확산

되며, 사용자 맞춤형 서비스의 필요성이 점차 강조되

고 있다. 특히 사용자의 특성, 행동, 취향 등을 반영

하여 개인화된 경험을 제공하기 위한 Edge AI 기술이 

교육, 헬스케어, 스마트 기기 등의 영역에서 핵심적인 

역할을 하고 있다. 이를 통해 일반화된 모델이 제공

하지 못하는 사용자 특화 서비스를 제공함으로써 높

은 사용자 만족도를 달성할 수 있으며, 사용자의 실

제 환경과 밀접하게 연계된 예측 및 판단이 가능하다

는 장점이 있다. 

인공지능 모델의 학습과 추론을 사용자 디바이스에

서 독립적으로 수행하는 온디바이스 AI 기술은 사용

자 데이터를 네트워크를 통해 전송하지 않고 디바이

스 내에서 학습 및 추론을 수행함으로써 개인정보의 

노출을 막고 네트워크 지연의 최소화가 가능하다. 이

러한 장점으로 인해, 온디바이스 AI 기술이 Edge AI 

기술의 핵심 부분 중 하나로 주목받고 있다.[1] 

온디바이스 AI 모델, 특히 MCU 기반으로 동작하

는 모델은 기존의 풍부한 컴퓨팅 자원을 바탕으로 구

동되는 모델에 비해 사용 가능한 저장공간의 용량 등 

디바이스 사양 측면에서 크게 불리하다는 단점이 있

다. 특히, 일반적으로 전원이 지속적으로 공급되지 않

고 차단과 복귀가 지속적으로 반복되는 동작 패턴을 

보일 가능성이 높은 MCU 기반 디바이스에서는, 제한

된 플래시 메모리 공간을 효율적으로 이용하여 끊김 

없는 인공지능 경험을 제공하는 것이 필수이다. 이러

한 점을 고려하여, 본 논문에서는 MCU 기반 디바이

스의 사용 특성을 고려하여 플래시 메모리의 효율적 

이용으로 지속적인 학습이 가능한 인공지능 프레임워

크를 제안한다. 

 

2. 프레임워크 구조 

본 논문에서는 모델 영역, 데이터 영역, 그리고 메타

데이터 영역의 3 개 영역으로 구분한 플래시 메모리 
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구조를 제안한다.  

모델 영역은 리스트 구조를 채택하여 인덱스를 통

한 자유로운 접근이 가능하도록 구현하였다. 인덱스 

번호를 통해 모델을 메인 메모리로 불러오거나, 반대

로 메인 메모리의 모델을 플래시 메모리에 저장하거

나, 저장된 모델을 삭제할 수 있다. 데이터 영역은 디

바이스에서 수집한 학습에 사용할 사용자의 개인 데

이터가 저장되는 영역이다. 데이터영역에는 사용자가 

디바이스를 사용하면서 생성된 특성(feature)과 레이블

(label) 쌍을 스택 자료구조를 이용하여 저장한다. 

인공신경망 모델의 모든 가중치 값과 모든 학습 데

이터는 동적 고정소수점 (Dynamix fixed point)[2] 양자

화를 통해 8 비트 혹은 16 비트 정수 데이터로 저장된

다.  

 

 𝑓(𝑥) = min(max(𝑟𝑜𝑢𝑛𝑑(2𝐹𝐿 ∙ 𝑥), −2𝐵−1) , 2𝐵−1 − 1) (1) 

 

실제 값 𝑥 (𝑥 ∈ ℝ)에 대해, 양자화된 값 𝑓(𝑥)는 위 수

식과 같이 표현된다. 𝐵 는 양자화 데이터의 비트 폭 

(8 혹은 16)을 의미한다. 소수부 비트 길이 𝐹𝐿 

(Fractional Length)는 전체 데이터의 최댓값과 최솟값

을 바탕으로 하여 수식 (2)와 같이 동적으로 결정된다. 

 

 𝐹𝐿 = (𝐵 − 1) − 𝐼𝐿 (2) 

 

𝐵는 양자화 데이터의 비트 폭 (8 혹은 16)이고, 𝐼𝐿은 

정수부의 비트 길이로 수식 (3)와 같이 표현된다. 

 

 
𝐼𝐿 = ⌈log2 max (|𝑀| − |

𝑀

2𝐵
| , |𝑚| − |

𝑚

2𝐵
|)⌉ (3) 

 

𝑀은 전체 데이터의 최댓값, 𝑚은 전체 데이터의 최솟

값을 의미한다. |𝑀|과 |𝑚|으로부터 일정 값을 뺌으로

써, 데이터의 범위를 줄여 최댓값과 최소값에 대해 

약간의 포화를 허용하는 대신 양자화 해상도를 개선

하여 더 정밀한 값을 표현할 수 있도록 한다. 

메타데이터는 플래시 메모리에 저장된 학습 데이터

와 모델에 대한 정보와, 이들이 사용 중인 메모리 공

간에 대한 정보를 포함한다. 메타데이터는 디바이스

의 전원이 꺼져 메인 메모리의 정보가 모두 손실되더

라도, 플래시 메모리에 저장된 모델과 학습 데이터에 

대한 정보를 잃지 않도록 저장해두는 역할을 한다. 

플래시 메모리는 이미 데이터가 기록된 영역에 다

른 데이터를 덮어씌우는 동작이 불가능하고, 이미 데

이터가 기록된 영역에 재기록하기 위해서는 섹터 전

체의 데이터를 지우고 새로 기록하야 한다는 물리적

인 한계가 있다.[3] 메타데이터는 다른 데이터가 변경

될 때마다 지속적으로 업데이트되어야 하므로, 메타

데이터에 대해서는 개별 섹터를 할당하고, 모델을 2

개 이상 저장하는 경우에도 서로 다른 모델을 각각 

취급이 가능하도록 각 모델에 개별 섹터를 할당해야 

한다. 

이와 같은 제약사항들을 모두 고려하였을 때, 플래

시 메모리에 데이터가 저장되는 구조는 그림 1 과 같

이 표현할 수 있다. 

플래시 메모리의 주소 공간이나 섹터 크기 등은 각 

하드웨어마다 상이하므로, 플래시 메모리 주소 공간 

정보, 모델 또는 데이터의 크기, 그리고 모델을 저장

할 섹터 번호 등을 헤더 파일 내에 컴파일러 매크로

로 정의하여 전처리 과정에서 실제 주소로 알맞게 변

환되도록 구현하였다. 이를 통해 코드의 하드웨어 이

식성을 확보할 수 있다. 플래시 메모리 주소 공간과 

마찬가지로, 플래시 메모리에 하드웨어적으로 접근하

기 위한 드라이버나 하드웨어 추상화 계층 역시 각 

하드웨어마다 서로 다르다. 따라서, 플래시 읽기/쓰기/

지우기와 같은 하드웨어 접근을 위한 코드는 사용하

려는 하드웨어에 알맞게 작성하여 프레임워크에 메소

드로 등록하여 사용할 수 있도록 하였다. 

 

 
그림 1. 플래시 메모리 맵 

 

 

3. 프레임워크 동작 

 

 그림 2. 프레임워크 전체 동작 순서도 
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그림 2 는 본 논문에서 제안하는 프레임워크의 동

작 순서를 나타낸 순서도이다. 디바이스의 실사용 중 

학습에 사용할 수 있는 특성 및 레이블 쌍이 생성되

면, 생성된 데이터를 플래시 메모리의 데이터 스택에 

Push 하도록 그림 3 와 같이 주 제어 워크플로우에서 

프레임워크 동작을 호출한다. 

프레임워크는 미리 정해진 학습 시작 조건을 충족

할 때까지 생성된 데이터의 축적을 반복한다. 학습 

시작 조건의 판별은 별개의 함수로 정의하여, 데이터

의 개수 혹은 데이터 수집 시작 시점으로부터 흐른 

시간 등 경우에 따라 다양한 조건을 적용할 수 있도

록 구현하였다. 

학습 시작 조건이 충족되어 프레임워크가 학습을 

시작해도 좋다고 판단하였을 경우, 프레임워크는 우

선 저장된 데이터를 학습 데이터와 검증 데이터로 구

분한다. 학습 데이터는 그림 4 와 같이 실제 모델 학

습에 사용되고, 검증 데이터는 학습 시작 전과 후의 

모델의 성능을 검증하여 모델의 성능 향상을 확인하

는 용도로 사용된다. 

 

 
그림 3. 데이터 Push 요청 

 

 

 
그림 4. 학습 데이터를 이용하여 모델 학습 

 

학습이 완료되면, 학습 데이터와는 별개의 검증 데

이터를 이용하여 모델을 검증하여 성능 지표를 구한

다. 이 성능 지표를 바탕으로 모델을 업데이트하거나, 

기존 모델을 그대로 유지할 수 있다. 

 

4. 실험 결과 

본 논문에서 제안하는 프레임워크 구조의 동작을 확

인하기 위해서, 프레임워크를 구현하여 실제 마이크

로컨트롤러 상에서 그 동작을 확인하였다. 회귀 문제

를 해결하는 인공신경망 모델을 본 논문의 플래시 메

모리 활용 프레임워크를 통해 학습시켰으며, 모델 학

습을 위해서는 [4]에서 제안한 Edge AI 학습 플랫폼을 

이용하였다. 표 1 에는 실험에 사용한 마이크로컨트롤

러의 하드웨어 사양, 표 2 에는 실험을 위해 설정한 

인공지능 모델의 구조, 그리고 표 3 에는 모델의 학습 

관련 설정 관련 내용이 포함되어 있다. 

 
표 1. 실험 환경 

 

Microcontroller STM32F411 

Processor Arm® Cortex®-M4 

Main Memory 128 KB 

Flash Memory 512 KB 
 

 

표 2. 인공신경망 모델 구조 

 

모델 구조 1x Input Layer, 3x Dense Layer 

Input 크기 4 

Output 크기 1 

Dense 은닉층 

크기 
16 

Dense Layer 

활성화 함수 
ReLU 

 

 

표 3. 모델 학습 설정 

 

학습률 0.001 

최적화 알고리즘 Adam 

손실 함수 MSE 

Epochs 50 

Batch 크기 32 

 

학습에 필요한 데이터는 매 시점에 디바이스에서 

생성되는 것을 사용하는 것이 원래의 개발 의도이나, 

본 실험에서는 프레임워크의 정상 동작을 확인하는 

것에 초점을 두어 실제 마이크로컨트롤러 애플리케이

션 환경을 설정하는 것을 PC 에서 UART 통신을 통해 

특성/레이블 쌍을 전송하는 것으로 대체하였다. 학습

은 [5]의 데이터셋 중 ‘AT’, ‘V’, ‘AP’, ‘RH’를 입력 특

성으로, ‘PE’를 출력 레이블로 사용하여 진행되었다. 

그리고, 데이터 축적 과정 중 MCU 의 전원을 차단하

였다가 다시 작동시켜 봄으로써 플래시 메모리의 정

상적인 동작을 확인해 보았다. 

 

 
그림 5. 데이터 수집 과정에서의 전원 차단과 

그 이후의 지속적 세션 수행 
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그림 6. 모델 학습 및 업데이트 

 

그림 5 에서 보이는 바와 같이, 디바이스 사용 중

 

전원이 차단되더라도, 재부팅 이후 기존의 데이터 구

조를 인식하여 정상적으로 다음 데이터 저장이 계속

되고 있는 것을 확인할 수 있다. 그림 6 에서는, 그림

 

5 와 같이 데이터 수집 중 전원이 차단되었더라도 정

상적으로 모델 학습이 가능하며, 모델 검증 및 업데

이트 과정도 마찬가지로 정상적으로 진행되고 있음을 

보여준다. 

 

5. 결론 

본 연구에서는 MCU 기반 디바이스의 플래시 메모리

를 활용하여 사용자 데이터를 실시간으로 수집하고 

디바이스 내에서 학습할 수 있는 환경을 마련하였다. 

본 프레임워크의 개발을 통해, 디바이스 사용자의 개

인 데이터 외부 유출의 위험 없이 사용자에게 특화된 

인공지능 경험을 제공하는 디바이스 애플리케이션을 

개발하기 위한 기반을 마련하였다. 또한, 하드웨어 동

작을 추상화하고 플래시 메모리 구조에 대한 인터페

이스를 마련함으로써, 하드웨어 이식성을 높이고 대

규모의 코드 수정 없이 다양한 하드웨어에 본 프레임

워크를 적용할 수 있다. 

추후 우리는 데이터가 지속적으로 생성되는 환경에 

알맞은 모델 학습 알고리즘을 탐색하고, 모델 평가 

알고리즘을 보완하여 성능이 높은 모델을 더 잘 구별

해 낼 수 있도록 지속적인 연구를 수행할 예정이다. 
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