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요       약 

NeRF 는 고품질 view synthesis 를 가능하게 했지만, 모든 좌표별 속성을 MLP 가 직접 학습해야 

하므로 학습 속도가 느리다는 단점이 있다. 이를 보완한 Instant-NGP 는 해시 인코딩을 도입해 학습 

속도를 개선했으나, 입력으로 절대 좌표만을 사용해 구조적 관계를 학습하기 어렵다는 한계가 있다. 

본 연구는 이를 개선하기 위해 Instant-NGP 의 입력에 상대 좌표를 추가하는 방식을 제안한다. 상대 

좌표는 구조적 연관성을 반영할 수 있도록 평균 위치를 기준점으로 계산되며, 기존 인코딩과의 스

케일 차이를 보정해 두 입력이 균형 있게 학습되도록 한다. 실험 결과, 제안한 방법은 LPIPS 지표에

서 우수한 성능을 보이며, 구조 복원과 노이즈 제거 측면에서 유의미한 개선을 나타냈다. 

 

1. 서론 

View synthesis 는 여러 장의 2D 이미지로부터 3D 

장면의 구조와 색을 학습하여 새로운 시점의 이미지

를 생성하는 기술이다. 이 분야의 대표적인 기법인 

NeRF(Neural Radiance Fields)[1]는 고품질의 view 

synthesis 를 가능하게 했지만, 모든 위치 정보를 하

나의 MLP 가 직접 학습하기 때문에, 학습 속도가 느

리다는 한계가 있다. 

Instant-NGP[2]는 해시 기반 인코딩을 도입하여 

NeRF보다 빠른 학습 및 실시간 렌더링을 가능하게 했

다. 하지만, 입력 좌표로 절대 좌표만을 사용하기 때

문에 물체의 구조나 좌표 간의 상대적인 관계 등을 

명시적으로 학습하기 어렵다. 

한편, 3D semantic segmentation 분야에서 물체의 

구조를 효과적으로 학습하기 위해 비슷한 점들을 하

나의 슈퍼 포인트로 만드는 방식이 제안되었다[3]. 

해당 방식은 슈퍼 포인트를 부모 슈퍼 포인트의 중심

점을 기준으로 상대 좌표로 표현함으로써 공간적 문

맥과 구조적 관계를 학습할 수 있도록 한다. 

본 연구에서는 이러한 아이디어에서 영감을 받아 

Instant-NGP 의 기존 입력 벡터에 상대 좌표를 추가

하는 방식을 제안한다. 이를 통해 물체의 정확한 위

치를 학습함과 동시에 물체의 구조적 의미도 학습할 

수 있도록 한다. 실험은 Synthetic NeRF 데이터셋을 

사용하여 기존 입력 벡터만 사용했을 때와 상대 좌표 

값을 추가하였을 때의 성능을 비교 분석했다. 

 

2. 방법론 

본 연구는 물체의 구조적 의미를 효과적으로 학습

할 수 있도록 Instant-NGP 의 입력 벡터에 상대 좌표

를 추가하는 방식을 제안한다. 기존 방식은 절대 좌

표를 입력으로 사용하기 때문에 각 점이 독립적으로 

표현되어 점들 간의 구조적 관계나 연관성을 학습하

기 어렵다. 반면, 상대 좌표는 기준점을 중심으로 각 

점의 좌표를 표현하므로, 모델이 구조 내에서 샘플링

된 점들의 위치를 정확하게 인식할 수 있도록 한다. 

이를 통해 물체의 구조를 정밀하게 학습할 수 있으며, 

구조 외부에 불필요한 점들이 나타나는 현상을 줄일 

수 있다. 

상대 좌표(𝑥𝑖
𝑟𝑒𝑙)는 샘플링된 점들의 평균 위치를 기

준점으로 설정한 후, 각 점의 절대 좌표에서 기준점 

값을 빼는 방식으로 계산한다. 이는 식 (1)과 같다. 
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𝑁
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(1) 

또한, 기존 인코딩 벡터값과 스케일을 맞추기 위해, 

인코딩 벡터의 평균 표준편차(Std(z))와 유사한 스케

일을 갖도록 상대 좌표 값을 조정한다. 이는 식 (2)

와 같다. 

xi
scaled = (

Std(z)

Std(xrel) + ε
) ⋅ xi

rel (2) 

이를 통해 모델이 기존 인코딩 벡터와 추가된 상대 

좌표 값을 균형 있게 학습할 수 있도록 한다. 

 

3. 실험 

본 연구에서는 NeRF에서 제공한 Synthetic NeRF 데

이터셋 중 Lego, Materials, Ficus 를 사용하여 실험

을 수행했다. 각 데이터셋은 총 400 장으로, 이 중 

100 장은 train 에, 100 장은 validation 에, 나머지 

200 장은 test 에 사용했다. 

성능 평가는 PSNR 과 LPIPS 를 지표로 사용했다. 

PSNR 은 두 이미지 간의 픽셀 단위 차이를 바탕으로, 

복원된 이미지가 원본과 얼마나 비슷한지를 측정하는 

지표다. LPIPS 는 두 이미지를 사전 학습된 네트워크

에 입력하여 feature 공간에서 차이를 계산하는 지표

다. 해당 실험을 통해 입력 좌표로 절대 좌표만을 사

용했을 때와 상대 좌표를 추가로 사용했을 때의 성능 

차이를 확인하고자 했다. 

 

Instant-NGP Ours 

  

(그림 1) Lego 데이터에 대한 렌더링 결과. 

그림 1 은 Lego test 이미지에 대한 렌더링 결과를 

시각적으로 비교한 예시다. 기존 방식은 입력 좌표로 

절대 좌표만 사용했기 때문에, 물체의 구조가 흐릿하

게 나타나고 노이즈가 많이 관찰된다. 반면, 제안된 

방식은 상대 좌표를 도입하여 샘플링된 점들 간의 연

관성을 학습함으로써 물체의 구조를 더욱 세밀하게 

복원할 수 있었다. 구조를 보다 정확하게 학습한 결

과, 구조 외부에 불필요한 점들이 나타나는 현상이 

줄어들어 전체적인 노이즈도 감소한 것을 확인할 수 

있다. 

<표 1> PSNR 및 LPIPS 결과 

Dataset 
PSNR ↑ LPIPS ↓ 

[2] Ours [2] Ours 

Lego 28.16 27.00 0.097 0.073 

Materials 25.29 23.03 0.229 0.206 

Ficus 26.86 24.88 0.143 0.132 

 

표 1 은 PSNR 과 LPIPS 지표를 통해 성능 분석한 결

과다. PSNR 지표는 기존 모델이 제안 모델보다 다소 

높은 수치를 보였으나, LPIPS 지표에서는 제안한 상

대 좌표 기반 모델이 더 우수한 성능을 기록했다. 이

는 PSNR 이 밝기 변화나 해상도 차이에 민감한 반면, 

LPIPS 는 사람이 인지하는 시각적 품질을 더 잘 반영

하기 때문이다. 따라서 PSNR 수치만으로는 평가가 어

려운 구조적 왜곡이나 노이즈 제거 측면에서, 제안한 

방식이 시각적으로 더 자연스러운 결과를 생성했음을 

LPIPS 와 그림 1 을 통해 확인할 수 있다. 

 

4. 결론 및 향후 연구 

본 연구는 Instant-NGP 의 입력으로 상대 좌표를 

추가하여 물체의 구조 학습을 더욱 가능하게 했다. 

실험 결과 상대 좌표를 추가하는 것이 렌더링 품질 

향상에 기여함을 확인했다. 그러나, PSNR 지표에서는 

다소 낮은 성능을 보였다. 이는 본 연구에서 사용한 

MSE 손실 함수가 픽셀 단위 오차에 더 민감하게 반응

하기 때문으로 해석된다. 따라서 향후에서는 LPIPS 

기반 손실 함수를 적용하는 한편, 상대 좌표 입력 방

식을 개선하여 추가 성능 향상을 기대할 수 있다. 
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