
1. 서 론

건축 설계의 초기 단계에서는 발주자가 요구하는 공간

적인 요구사항을 정확하게 파악하고, 이를 설계에 반영하

기 위해 이전 프로젝트들의 평면도를 검색하여 참고한다.

기존의 평면도 검색 시스템은 평면도를 등록할 때 함께

입력한 방의 유형, 개수, 면적 등과 같은 메타데이터의 매

칭을 기반으로 검색하는 원리이다. 그러나 이러한 매칭 기

반 평면도 검색 시스템은 사전에 저장할 수 있는 메타데

이터의 양이 제한되어 있기 때문에 평면도에 대한 모든

정보를 담을 수 없고, 단순히 메타데이터의 일치 여부를

기준으로 검색하기 때문에 방 간의 연결 관계나 위치 관

계와 같은 의미론적인 특성을 반영하여 검색할 수 없다는

한계가 있다.

최근 이러한 매칭 기반 검색 시스템의 한계를 극복하기

위해, 이미지 또는 텍스트의 의미론적인 특성을 이해하고

검색에 반영[1]할 수 있는 벡터 기반 검색 기술이 주목받

고 있다. 벡터 기반 검색 기술은 검색 대상과 검색 조건

쿼리를 각각 임베딩 벡터로 변환한 뒤, 두 벡터 간의 유사

도를 학습해두고, 새로운 검색 조건 쿼리가 입력되면 가장

높은 유사도를 갖는 검색 대상을 반환하는 기술이다. 이를

활용하면 사용자의 검색 의도를 보다 명확하게 반영할 수

있기 때문에 필요하다. 하지만 평면도 검색 분야에서는 방

개수, 연결 관계, 위치 관계 등 평면도의 의미론적인 특성

을 설명하는 텍스트 데이터셋이 부재하기 때문에 활용이

미진하다.

따라서 본 논문은 평면도를 분석하여 방의 개수, 연결

관계, 위치 관계를 표현하는 공간 구성 텍스트 데이터를

생성하고, 이를 활용하여 벡터 기반 이미지 임베딩 모델과

텍스트 임베딩 모델을 미세 조정함으로써, 공간 구성 텍스

트의 의미론적인 특성을 반영하여 검색을 할 수 있는 텍

스트 조건부 평면도 검색 기법을 제안한다. 제안하는 기법

은 평면도 전처리 및 공간 구성 텍스트 데이터 생성, 평면

도 검색 모델 학습, 텍스트 기반 평면도 검색 세 가지 단

계로 구성된다. 먼저, 평면도 전처리 및 공간 구성 텍스트

데이터 생성 단계에서는 용도가 유사한 방의 유형을 통합

하고, 통합된 방의 유형을 기준으로 색상을 부여하여 새로

운 평면도를 생성한다. 이후 새로운 평면도를 분석한 정보

를 텍스트 형태로 표현하여 평면도-텍스트 쌍 데이터셋을

구축한다. 평면도 검색 모델 학습 단계에서는 이전 단계에

서 생성한 학습 데이터셋을 활용하여 벡터 기반 검색을

수행하는 평면도 검색 모델의 평면도 임베딩 모델과 텍스

트 임베딩 모델을 학습한다. 이때, 방의 개수와 같은 수량

정보에 대한 검색 성능을 향상시키기 위해 개수 측정 손

실 함수[2]를 적용한다. 마지막으로, 텍스트 기반 평면도

검색 단계에서는 사용자가 입력한 검색 조건 텍스트 쿼리

와 데이터베이스에 저장된 모든 평면도의 임베딩 간의 유
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요 약
건축 설계의 초기 단계에서는 발주자와 설계자 간의 의사소통을 돕고 설계 업무의 효율성을 증대시
키기 위해 요구사항이 유사한 평면도를 검색한다. 기존의 평면도 검색 시스템은 방의 유형, 개수, 면적
과 같이, 제한적으로 입력된 메타데이터의 일치 여부만으로 평면도를 검색하기 때문에, 방 간의 연결
관계나 위치 관계와 같은 공간의 의미론적인 특성을 반영하여 검색하지 못한다. 이러한 문제를 해결하
기 위해, 본 논문은 평면도를 분석하여 방의 개수, 연결 관계, 위치 관계를 포함한 공간 구성 텍스트
데이터를 자동으로 생성하고, 이미지 임베딩 모델과 텍스트 임베딩 모델을 미세 조정하여, 공간 구성
텍스트의 의미론적인 특성을 반영할 수 있는 텍스트 조건부 평면도 검색 기법을 제안한다. 또한 방의
개수와 같은 수량 정보에 대한 검색 성능을 향상시키기 위해 임베딩 모델을 미세 조정하는 단계에서
개수 측정 손실 함수를 함께 적용하였다. 비교 실험 및 절제 연구 결과, 제안 기법은 기존 방법보다
검색 성능이 최대 54% 향상되었으며, 개수 측정 손실 함수를 적용한 경우에는 검색 성능이 최대
8.41% 추가로 개선되었다.
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사도를 계산하여 의미적으로 일치하는 평면도의 순위를

매긴다. 본 논문의 2장에서는 제안 기법에 대해서 설명하

고, 3장에서는 실험 및 결과에 대해 기술한다. 마지막으로

4장에서는 결론을 제시한다.

2. 제안 기법

제안하는 기법의 전체적인 구성은 그림 1과 같이 총

세 단계로 이루어져 있다. 2.1절은 평면도 전처리 및 공간

구성 텍스트 데이터 생성에 대해 다루고, 2.2절은 평면도

검색 모델 학습, 2.3절은 텍스트 기반 평면도 검색에 관해

서술한다.

2.1. 평면도 전처리 및 공간 구성 텍스트 데이터 생성

본 절에서는 평면도 검색 모델이 공간 구성에 대한 의

미론적 검색 능력을 훈련할 수 있도록 평면도-텍스트 쌍

데이터셋을 구축하며, 이를 위해 평면도 전처리 단계와 공

간 구성 텍스트 데이터 생성 단계를 순차적으로 수행한다.

먼저, 평면도 전처리 단계에서는 기존의 방 유형을 비슷한

용도를 기준으로 재분류하여 표 1과 같이 통합된 방 유형

으로 재구성하였다. 이후 통합된 방 유형을 기준으로 색상

을 부여하여 새로운 평면도를 생성한다.

공간 구성 텍스트 데이터 생성 단계에서는 새롭게 생

성된 평면도의 픽셀을 순차적으로 탐색하면서, 서로 연결

된 픽셀 그룹을 하나의 방 영역으로 묶고 고유한 라벨을

부여함으로써 각 방마다 개수를 산출하였다. 이때, 존재하

지 않는 방 유형에 대해서도 개수를 ‘0’으로 명시하고, 모

든 수량 정보는 숫자 형태로 통일하여 텍스트 데이터의

일관성을 유지하였다. 방의 연결 관계는 두 방 사이에 문

이 존재할 때 ‘연결됨 (Connected)’으로 표현하였으며, 동

일한 유형의 방이 두 개 이상 존재할 경우 탐색된 순서에

번호 기존 방 유형 통합된 방 유형 통합된 방 색상
1 LivingRoom LivingRoom Beige
2 MasterRoom MasterRoom Brown
3 Kitchen Kitchen Pale Pink
4 Bathroom Bathroom Light Blue
5 DiningRoom Kitchen Light Pink
6 ChildRoom BedRoom Light Yellow
7 StudyRoom BedRoom Light Yellow
8 SecondRoom BedRoom Light Yellow
9 GuestRoom BedRoom Light Yellow
10 Balcony Balcony Olive Green
11 Entrance LivingRoom Beige
12 Storage Storage Light Orange
13 Wall-in Storage Light Orange
14 ExternalArea ExternalArea White
15 ExteriorWall Wall Dark Gray
16 FrontDoor FrontDoor Yellow
17 InteriorWall Wall Dark Gray
18 InteriorDoor InteriorDoor White

<표 1> 기존의 방 유형 통합과 통합된 방의 색상 표시

따라 이름 뒤에 ‘-A’, ‘-B’ 등과 같은 접미사를 추가하여

독립된 객체로 구분하였다. 마지막으로 위치 관계는 중점

공식을 통해 라벨링된 방들의 중심 좌표를 계산하고, 이를

기반으로 상대적인 위치를 계산하여 상하좌우 대각선과

같은 팔방위로 표현하였다. 구체적인 팔방위 표현은 다음

과 같다. “왼쪽 위에(Left-above)”, “왼쪽에(Left-of)”, "왼

쪽 아래(Left–below)", ”아래에(Below)“, ”오른쪽 아래

(Right-below)“, ”오른쪽에(Right-of)“, ”오른쪽 위에

(Right-above)“, "위에(Above)", “내부에(Inside)", ”둘러싸

고 있는(Surrounding)“. 이때 위치 관계는 필연적으로 방

의 인접 관계를 내포하므로 별도의 인접 관계 표현 없이

위치 관계로 통합하였다.

(그림 1) 제안하는 기법의 전체 구성도
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2.2. 평면도 검색 모델 학습

평면도 검색 모델 학습 단계에서는 이전 단계에서 구

축한 평면도-텍스트 쌍 데이터셋을 사용하여, 공간 구성

에 대해 의미론적인 검색을 할 수 있도록, 평면도 임베딩

모델과 텍스트 임베딩 모델을 학습한다. 평면도 임베딩 모

델은 입력된 평면도의 시각적 특징들을 임베딩 벡터로 변

환하고, 텍스트 임베딩 모델은 입력된 공간 구성 텍스트

데이터를 임베딩 벡터로 변환한다. 이후 각 임베딩 모델을

통해 변환된 벡터들을 내적하여 공유 임베딩 공간으로 매

핑하고, 의미적으로 일치하는 긍정쌍의 코사인 유사도는

최대가 되도록, 의미적으로 일치하지 않는 부정쌍 간의 코

사인 유사도는 최소가 되도록 InfoNCE 손실 함수(1)를 사

용하여 대조 학습[3]을 수행한다.

      log  exp⋅ 
exp⋅ 

(1)

여기서,   는 텍스트 쿼리 중심으로 평면도를 검색

하기 위한 단방향 손실 함수이며, N은 배치 크기, 는 k

번째 텍스트 임베딩,  는 k번째 평면도 임베딩, ⋅ 는
정답 임베딩 쌍의 유사도, ⋅ 는 텍스트 임베딩과 전체

평면도 임베딩 쌍의 유사도이다.

또한, 대조 학습을 수행할 때 방의 개수와 같은 수량적

인 정보를 반영한 검색 성능을 향상시키기 위해 개수 측

정 손실 함수(2)를 추가로 적용하였다. 개수 측정 손실 함

수(Count Loss)는 원본 텍스트와 원본에서 숫자만 다르게

변경한 반사실(Counterfactual) 텍스트를 함께 사용하여,

정확한 수량 정보를 가진 텍스트와 해당 평면도의 임베딩

백터 간 거리를 서로 가까운 벡터 공간으로, 잘못된 숫자

를 가진 텍스트와 평면도의 임베딩 백터는 먼 벡터 공간

으로 매핑함으로써 모델이 숫자의 차이를 명확하게 구별

하도록 학습을 유도하였다.

    logexp⋅ exp ⋅ 
exp⋅  (2)

여기서, 는 텍스트에 표기된 수량이 평면도와 일치하

는지 판단하는 손실 함수이며,  는 평면도 임베딩, 는
정답 텍스트 임베딩,   는 반사실 텍스트 임베딩이다.

결과적으로, 평면도 검색 모델을 학습할 때 사용한 최종

손실 함수는 식 (3)과 같이 InfoNCE 손실 함수와 개수 측

정 손실 함수를 더한 형태이다.

      (3)
2.3. 텍스트 기반 평면도 검색

텍스트 기반 평면도 검색 방법은 임베딩 벡터화, 유사

평면도 검색, 검색 결과 순위화 세 가지 단계로 구성된다.

먼저, 임베딩 벡터화 단계는 이전 단계에서 학습한 텍스트

임베딩 모델을 활용하여 사용자가 입력한 검색 조건 텍스

트 쿼리를 벡터화한다. 다음 유사 평면도 검색 단계에서는

데이터 베이스에 저장되어 있는 모든 평면도를 평면도 임

베딩 모델을 사용하여 벡터화하고, 입력된 텍스트와 평면

도 간의 코사인 유사도를 측정한다. 마지막으로 검색 결과

순위화 단계에서는 측정된 코사인 유사도를 내림차순으로

정렬하여 유사한 평면도들의 순위를 매긴다.

3. 실험 및 결과

3.1. 평면도 검색 모델 및 학습 데이터셋 구성

본 실험은 평면도 임베딩 모델로 잔차 신경망(ResNet)

[4]과 비전 트랜스포머(Vision Transformer)[5] 인코더, 텍

스트 임베딩 모델로 트랜스포머(Transformer)[6] 인코더를

사용하였다. 학습 데이터는 약 80,000장의 아시아 주거용

평면도로 구성된 RPLAN[7] 데이터셋을 활용하여, 재구성

된 평면도 이미지와 공간 구성 텍스트 데이터를 생성하고,

훈련, 검증, 테스트 세트 6:2:2 비율로 분할하여 평면도-텍

스트 학습 데이터셋을 구축하였다.

3.2. 실험 방법 및 환경

평면도 임베딩 모델의 학습 성능 향상을 위해, 전체 평

면도 이미지에 대한 평균과 분산을 사전에 계산하여 평면

도 벡터화 모델에 반영하였다. 텍스트 데이터는 방의 개수

를 명시하는 문장 한 줄을 기본으로 구성하였으며, 모델의

일반화 성능을 확보하기 위해 매 에폭마다 연결 관계 및

위치 관계 문장을 1~4개 랜덤하게 추가하였다. 또한 개수

정보를 명확하게 학습시키기 위해, 개수 측정 손실 함수를

사용할 때 방 개수 문장의 모든 숫자를 0~4 사이의 랜덤

한 값으로 변경한 반사실 텍스트 데이터를 생성하여 학습

에 활용하였다. 마지막으로, 사용자가 "There are 3

BedRooms, 2Bathroom." 같이 일부 정보만으로도 정확한

검색 결과를 얻을 수 있도록, 전체 텍스트 데이터의 문장

길이를 랜덤하게 조정하여 학습하였다. 실험은 Intel

i7-9700 CPU와 NVIDIA TITAN RTX(24GB) GPU 환경

에서 진행되었다. 학습에 사용한 주요 하이퍼 파라미터는

배치 크기(Batch size)를 64로 설정하였으며, 총 300 에폭
(Epoch)동안 학습하였다. 학습률(Learning Rate)은 5e-6,

가중치 감소(Weight Decay)는 1e-2로 설정하였으며, 초반

학습의 안정화를 위해 웜업(Warm-up) 에폭 수를 5로 설

정하였다.

3.3. 평가 지표

본 실험은 공간 구성 텍스트를 입력하여 의미적으로

유사한 평면도를 검색하는 작업을 수행한다. 평면도 검색

모델의 성능 평가는 이미지 검색 분야에서 일반적으로 사

용하는 Recall at K(R@K) 지표를 사용하였다. Recall at

K는 전체 쿼리(Query) 중에서 상위 K 개의 검색 결과 내

에 최소 하나 이상의 정답 이미지를 포함하는 쿼리의 비

율로 정의되며, 이는 사용자가 상위 K개의 결과만을 주로

확인하는 실질적인 검색 환경을 고려한 지표로 식 (4)과

같다.

        ∩  (4)
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여기서 N은 전체 텍스트 쿼리의 개수, 는 i번째 쿼

리에 대한 정답 이미지 집합, 는 i번째 쿼리에 대해 상

위 K개의 검색 결과 이미지 집합, |∙|는 집합의 크기이다.

각 쿼리에는 하나 이상의 정답 이미지가 존재할 수 있으

며, Recall at K는 이 중 최소 하나의 정답 이미지가 상위

K개의 검색 결과 내에 존재하는지 여부만을 측정한다. 최

종적으로 모든 쿼리에 대해 Recall at K를 계산한 뒤 평

균을 취하여 성능 평가의 지표로 활용하였다.

3.4. 실험 결과

학습된 평면도 검색 모델의 의미론적인 검색 성능과

개수 측정 손실 함수의 영향을 평가하기 위해 비교 실험

및 절제 연구를 진행하였다. 비교 실험에서는 잔차 신경망

과 비전 트랜스포머 두 가지 이미지 임베딩 모델의 성능

을 비교하였으며, 절제 연구에서는 기본적인 InfoNCE 손

실 함수만 적용한 경우와 개수 측정 손실 함수를 함께 적

용한 경우로 나누어 성능을 평가하였다.

먼저, 잔차 신경망(RN50)에 InfoNCE 손실만 적용하여

학습한 경우, 방의 연결 관계 및 위치 관계를 전혀 이해하

지 못한 사전 학습된 벡터 기반 검색 모델보다 R@10 기

준으로 32% 검색 성능이 향상되어 공간 구성에 대한 의

미론적인 이해도가 향상되었다. 또한 제시된 표 2의 결과

에 따르면, 모든 평가에서 개수 측정 손실을 추가한 모델

이 일관되게 더 우수한 성능을 나타냈으며, K값이 증가할

수록 성능 향상 폭도 함께 증가하는 경향을 보였다. 구체

적으로 R@10의 경우 32.30%에서 36.96%(+4.66%p),

R@20은 40.45%에서 46.93%(+6.48%p), R@30은 45.84%에

서 53.08% (+7.24 %p)로 성능이 향상되었다. 또한 비전

트랜스포머 모델(ViT-B/16)에서도 잔차 신경망과 동일한

경향성을 보였으며, 특히 비전 트랜스포머의 R@50은

54.07%에서 62.48% (+8.41%p)로 전체 실험 중 가장 큰

성능 향상 폭을 기록하였다. 이는 개수 측정 손실이 모델

의 수량적 관계 학습을 촉진하여, 방의 수량 정보가 포함

된 텍스트 쿼리에 대해 의미적 매칭을 수행하고, 보다 정

밀한 평면도 검색이 가능해졌음을 시사한다.

4. 결론

본 논문은 기존의 메타데이터 기반 평면도 검색 시스

템의 한계를 극복하고자, 벡터 기반의 검색 방식을 활용한

텍스트 조건부 평면도 검색 기법을 제안하였다. 방의 개

수, 연결 관계 및 위치 관계를 표현하는 공간 구성 텍스트

데이터를 자동 생성하여 벡터 기반의 평면도 검색 모델을

학습하였으며, 수량 정보에 대한 이해도를 높이고 검색 성

능을 향상시키기 위해서 개수 측정 손실 함수를 추가하였

다. 실험 결과, 제안된 기법은 모든 평가에서 성능 향상을

기록하였다. 이는 제안 기법이 공간 구성 텍스트에 대한

의미론적인 특성을 반영한 검색 성능을 향상시킴으로써,

발주자 및 설계자의 의도를 보다 명확하게 반영한 검색

결과를 제공하고, 이를 통해 설계 업무의 효율성과 생산성

증대에 기여할 것으로 기대된다. 향후 연구에서는 제안하

는 기법의 성능 고도화를 위해, 평면도 검색 모델을 학습

할 때 한 개의 텍스트 데이터와 매칭되는 다수의 평면도

이미지가 존재하는 느슨한 상관관계(Loose correlation)를

개선하는 방안을 적용할 예정이다.
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Loss Function Model
Recall at 10

(R@10)

Recall at 20

(R@20)

Recall at 30

(R@30)

Recall at 50

(R@50)
InfoNCE RN50 32.30 40.45 45.84 52.95
Ours RN50 36.96 46.93 53.08 61.12
InfoNCE ViT-B/16 33.80 42.23 47.58 54.07
Ours ViT-B/16 37.77 48.13 54.54 62.48

<표 2> InfoNCE와 개수 측정 손실 함수를 사용한 평면도 검색 모델의 텍스트 조건부 평면도 검색 성능
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