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Algorithm 1: Vector Embedding and Storage Procedure

Input: PDF document d
Output: Vectors and metadata stored in OpenSearch

1 Convert document d to Markdown format.

2 FOR each page p in document d DO

3 FOR each image i in page p DO

4 GENERATE image caption for I using GPT-4o.

5 END FOR

6 PERFORM summarization on page body and generated image captions.

7 COLLECT page summary and image captions as embedding candidates.

8 FOR each text item t in the collected set DO

9 COMPUTE 1536-dim vector using text—embedding-3-small model.

0 CONSTRUCT metadata including:
{ document ID, page number,

1 STORE embedding vector and metadata in OpenSearch.

12 END FOR

—_

image path, generated caption }

—

13 END FOR
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Algorithm 2: Hybrid Retrieval Procedure

Input: User query q
Output: Top-5 ranked documents for response generation

1 EMBED query q into vector v_qg using text—embedding-3-small.
2 PERFORM semantic search:
- COMPUTE cosine similarity between v_q and each document vector
in OpenSearch.
- SELECT top 20 documents D_sem based on similarity scores.
3 PERFORM keyword search with query q to retrieve top 20 documents
D_kw.
4 APPLY Reciprocal Rank Fusion (RRF) to merge D_sem and D_kw into
D_merged.
5 FOR each document d in D_merged DO
COMPUTE relevance score between q and d using Cross—Encoder.
END FOR
SORT D_merged by Cross—Encoder scores.

6
7
8
9 RETURN top 5 documents from sorted D_merged.
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