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요       약

FreeControl은 재학습 없이 다양한 조건에 따라 텍스트-이미지 생성을 제어할 수 있는 diffusion 
기반 모델로, 포즈나 형태 등은 구조 가이던스, 스타일·색감·이미지 구도 등은 외향 가이던스를 

통해 제어된다. 그러나 인물 생성 시 얼굴의 정체성(눈·코·입의 위치, 비율, 구도 등)을 유지하

는 데 한계가 있으며, 배경이나 손 등 다른 시각적 요소와 혼재되어 얼굴 표현이 왜곡되는 문제가 

발생한다. 이는 기존 가이던스만으로는 얼굴과 같은 정밀한 영역을 충분히 제어하지 못하고, 전경

(foreground)에 대한 집중도가 낮기 때문이다. 본 논문에서는 얼굴 랜드마크 기반의 새로운 가이던스
인 FLAG(Face Landmark-Aware Guidance)를 제안한다. FLAG는 참조 이미지에서 추출한 얼굴 랜드마

크를 기반으로 피처의 일관성을 유지하도록 유도하며, Soft Attention Mask를 통해 얼굴 영역에 집중

된 손실을 적용함으로써 자연스럽고 안정적인 인물 표현을 가능하게 한다.

1. 서론

  최근 텍스트-투-이미지 모델의 급속한 발전으로, 

텍스트 입력만으로도 고품질의 이미지를 생성할 수 

있는 다양한 확산 기반 프레임워크가 등장하였다. 이 

과정에서 정체성 보존을 위한 접근은 사전 학습된 모

델에 추가 학습 여부에 따라 학습 기반(training) 방식
과 비학습 기반(training-free) 방식으로 나눌 수 있다. 

전자는 DSG(Disentangled Semantic Guidance) [1], 
BLIP(Bootstrapping Language-Image Pre-training) [2] 등과 

같이 추가적인 파인 튜닝을 활용하여 구조 정보를 보

존한다. 그러나 이 방식은 적용에 앞서 별도의 학습 

과정이 필요하며, 조건이 바뀔 때마다 유연한 대응이 

어렵다는 한계를 가진다. 반면, FreeControl [3]은 사

전 학습된 확산 모델을 재학습 없이 사용하는 비학습 

기반 방식으로, 다양한 조건에 따라 유연하게 이미지

를 제어할 수 있는 프레임워크이다. 구조 정보는 구

조 가이던스로, 스타일이나 색감은 외향 가이던스로 

보존하면서 효과적인 공간 제어를 가능하게 한다. 그

러나 얼굴처럼 세밀한 구조 보존이 중요한 경우에는

한계가 존재한다. 구조가 복잡하거나 조건 정보가 부
족한 경우, 가이던스가 전경에 집중되지 않아 얼굴 
특징이 배경이나 손, 팔 등의 다른 신체 부위와 혼재
되어 형태가 뭉개지거나 부자연스럽게 연결되는 문제
가 발생한다. 이러한 현상은 복잡한 배경에서 더욱 
두드러진다.
  이에 본 연구에서는 별도 학습이나 모델 수정 없이 

얼굴 일관성을 향상시킬 수 있는 FLAG(Face 
Landmark-Aware Guidance)를 제안한다. FLAG는 참조 

이미지로부터 추출한 얼굴 랜드마크 좌표를 기반으로 

초기 잠재 피처와의 일관성을 유지하도록 랜드마크 

일관성 손실을 도입하고, 랜드마크 주변에만 국소적

으로 가중치를 부여하는 가우시안 기반 Soft Attention 
Mask를 적용하여 구조 보존과 자연스러운 이미지 생

성을 동시에 달성했다. 제안된 FLAG는 기존 가이던

스 방식에 보완적으로 작용하며, 추가 학습 없이 기

존 프레임워크에 쉽게 통합 가능하다는 실용적 강점

을 갖는다.
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2. FLAG (Face Landmark-Aware Guidance)

  입력 이미지 Ig가 주어졌을때, 얼굴 영역에서 총 N

개의 랜드마크 좌표 {(xi, yi,)}{i=1}N를 추출하였다. 이

는 coords_tensor ∈ RN×2 로 구성되며, 피처 맵의 해

상도에 맞춰 스케일 조정된 후 해당 위치의 피처를 

인덱싱 하는데 사용되었다. 랜드마크의 경우 얼굴의 

눈·코·입 등 주요 부위에서 추출했으며, 이 위치에

서의 피처 일관성을 유지하는 것이 핵심 목적이다.

2.1. Soft Attention Mask

  단순히 랜드마크 위치에서 피처를 비교하는 것만으

로는 주변 정보의 간섭을 충분히 억제하기 어렵다. 

이에 따라, 랜드마크 위치 중심으로 국소적인 중요도

를 부여하여 비교 효과를 높이기 위해 가우시안 기반

의 Soft Attention Mask를 도입하였다. 이 마스크는 다

음과 같이 정의된다:

M(x, y) =  ∑i=1
N exp( − (x − xi)2+(y − yi)22σ2 ) (1)

  여기서 (xi, yi)는 얼굴 랜드마크 좌표이며, σ는 마
스크의 확산 범위를 조절하는 하이퍼파라미터이다. 
소프트 마스크는 참조 피처 Ftg와 생성 중 피처 Ft 양
쪽에 적용되어 공간적으로 가중치가 부여된 비교를 

가능하게 했다. 이는 얼굴 영역이 배경이나 다른 요

소와 혼재되는 현상을 줄여, 보다 자연스러운 이미지 

생성을 달성하였다. 특히, 실험을 통해 낮은 해상도

의 피처 layer보다는 초기 layer에서 마스크를 적용할 

때 더욱 정밀한 구조 보존 성능을 확인하였다.

2.2. 피처 일관성 손실 (Feature Consistency Loss)

   참조 피처 Ftg와 생성 중 피처 Ft  간의 유사도를 

다음과 같은 손실 함수로 계산하였다:gₗ =  MSE(Ft ⊙  M , Ftg ⊙  M) (2)

  여기서 랜드마크를 적용한 피처와 소프트 마스크 
M와의 요소별 곱(Element-wise product)을 통해 랜드마

크 영역에 더 큰 가중치를 두고 비교가 수행된다. 이

를 통해 전역적인 구조 보존과 더불어 지역적인 얼굴 

특징도 세밀하게 유지될 수 있도록 하였다.

2.3. 생성 과정에서의 가이던스 통합

  기존 FreeControl의 구조 가이던스 gs와 외형 가이

던스 ga에 더해, 얼굴 일관성 유지를 위한 FLAG( gₗ)
를 새롭게 도입하였다. 최종적으로 사용된 노이즈 예

측 식은 다음과 같다:∈t= (1 + s)∈θ(xₜ; t, c) − s∈θ(xₜ; t, ∅)+λₛ gₛ + λₐ gₐ + λₗ gₗ (3)

3. 실험 결과

  (그림 1)에서 FreeControl은 얼굴이 뭉개지거나 프

롬프트 반영이 부족한 모습을 보인 반면, FLAG 
Control은 구조적 일관성을 유지하며 보다 자연스러

운 결과를 생성한다.

(그림 1) 정성적 결과

4. 결론

  본 연구에서는 얼굴 일관성 유지를 위해 

FLAG(Face Landmark-Aware Guidance)를 제안하였다. 

이를 통해 얼굴의 피처 일관성을 유도함으로써, 더 

자연스럽고 안정적인 얼굴 이미지를 생성할 수 있었

다. 본 방법은 추가적인 학습 없이도 적용 가능하며, 

기존 FreeControl 구조에 쉽게 통합될 수 있는 방식으

로 동작한다.
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