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<# 1> Experimental Environment

Hardware Specification
AMD Ryzen 7 7800x3D
NVIDIA RTX 4070Ti Super
DDR5 32GB
Software Environment
Windows 11 / WSL(Ubuntu)
8.9 version
12.6 version
CUDA Nsight System

<i# 2> GPGPU Specification

CPU
GPU
RAM

0S
CUDA
CUDA Toolkit
EPIETEL)

GPGPU Specification
CUDA Cores
Boost/Base Clocks (GHz)
CUDA Cores per SM
1.1 Cache Size per SM

8,448
261/2.34
128
128KB
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