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요       약 

대규모 언어 모델(LLM)은 높은 계산 비용과 메모리 요구량으로 인해 실용적인 배포와 활용에 

어려움이 있다. 이를 해결하기 위해 모델의 크기를 줄이고 연산 효율성을 향상하는 다양한 양자화 

기법이 개발되었다. 그러나 현재까지의 연구는 주로 영어 기반 모델과 데이터에 초점을 맞추고 있

으며, 비영어권 언어에서의 성능 저하 문제는 거의 다루어지지 않고 있다. 최근 연구에 따르면, 양

자화를 다국어 대규모 언어 모델에 적용할 경우 성능 하락이 영어보다 비영어권 언어에서 훨씬 더 

크게 나타나는 경향이 있으며 한국어 또한 그에 해당한다. 본 연구에서는 이러한 문제를 해결하기 

위해 한국어에 최적화되도록 개량된 양자화 기법을 제안한다. 개선된 양자화 방법은 한국어 태스크

에 대해 기존 양자화 방법에 비해 개선된 성능을 보였다. 

 

1. 서론 

대규모 언어 모델(Large Language Models, LLM)은 자

연어 처리(Natural Language Processing, NLP)의 성능을 

획기적으로 향상시켰다. 그러나 모델의 규모가 크기 

때문에 실제 환경에서의 배포와 활용에는 여러 제약

이 따른다. 특히 고성능 하드웨어가 요구되므로, 실시

간 응용이나 자원이 제한된 환경에서는 사용이 어렵

다. 이를 해결하기 위해 다양한 양자화(quantization) 

기법이 개발되었으며, 이는 모델의 메모리 사용량을 

줄이고 연산 효율성을 향상시키는 데 효과적인 방법

으로 활용되고 있다. 

그러나 기존의 LLM 및 양자화 연구는 대부분 영

어를 중심으로 진행되었으며, 비영어권 언어에 대한 

연구는 상대적으로 부족한 실정이다. 최근 연구에 따

르면, 기존 양자화 기법을 비영어권 모델에 적용할 

경우 성능 저하가 영어보다 더욱 두드러지며, 특히 

한국어에서 그 영향이 크게 나타난다[1]. 

본 연구에서는 다국어 LLM 을 양자화할 때 발생하

는 한국어 성능 저하 문제를 해결하기 위해, 한국어

에 최적화된 양자화 기법을 개발하고 이를 통해 성능 

저하를 최소화하는 방법을 제안한다. 이를 위해 다양

한 실험을 수행하고, 기존 기법과 비교하여 제안 기

법의 효과를 분석한다. 

 

2. 기존 양자화 기법의 한국어 성능 저하 문제 

LLM 의 양자화는 모델 크기를 줄이고 연산 효율성

을 높이기 위한 핵심 기술이다. 가중치를 단순히 낮

은 비트(bit)로 변환하는 방식은 모델 성능의 저하를 

초래할 수 있다. 이를 해결하기 위해 성능을 보존하

면서 양자화를 하는 다양한 방법이 개발되었다. 

현재 다양한 양자화 방법 중 활발하게 사용되는 대

표적인 양자화 기법으로는 GPTQ, AWQ, NF4등이 있다

[2-4]. 이들은 모두 가중치만을 양자화 하는 기법으로, 

가중치를 4 비트 혹은 그 이하의 정밀도로 변환하여 

모델의 파라미터 크기를 줄이고 추론 효율성을 높이

는 데 초점을 맞춘다. 이러한 기법들은 추가적인 재

학습 없이 빠르게 적용 가능하다는 장점이 있어 최근 

다양한 환경에서 널리 활용되고 있다. 
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하지만 이들 대부분의 연구는 영어 기반의 모델과 

데이터를 중심으로 이루어졌으며, 비영어권 언어에 

대해서는 충분한 고려가 이루어지지 않았다. 최근 연

구에 따르면, 양자화된 LLM 은 비영어권 언어에서 성

능 저하가 두드러지게 나타나고 특히 한국어와 같은 

비라틴계 언어는 그 영향이 큰 것으로 보고되었다 [1]. 

이를 검증하기 위해 본 연구에서는 최근 한국어를

포함한 다국어 태스크에서 뛰어난 성능을 보이고 있

는 다국어 LLM 중 Google 의 gemma-2-9b-it[5]와 Meta 

AI의 Llama-3.2-3B-Instruct [6], 두 개의 LLM을 선정하

고 해당 두 모델을 다양한 방법으로 양자화를 수행한 

후, 각 언어에 대한 벤치마크를 통해 성능 비교를 수

행하였다. 기존 양자화 연구는 영어 중심으로 이루어

졌기 때문에, 양자화 성능 평가 또한 대부분 영어 데

이터를 기준으로 수행되어 왔다. [1] 연구에 따르면, 

언어 모델을 양자화하면 비영어권 언어에서의 성능 

저하가 영어보다 훨씬 더 크게 나타나며, 특히 사람

이 직접 평가하는(human evaluation) 경우 그 영향이 

더욱 두드러지게 나타나고, 자동화된 벤치마크는 성

능 하락의 영향을 과소평가하는 것으로 보고되었다. 

따라서 본 연구에서는 한국어 성능 저하를 명확하게 

파악하기 위해 인간의 평가와 유사한 MT-Bench [7]를 

사용하여 영어 성능을 평가하고, 한국어 성능은 MT-

Bench 를 한국어에 맞게 개량한 KoMT-Bench [8]를 활

용하여 평가하였다. 

 
 

(그림 1) 양자화된 다국어 LLM의 영어와 한국어에 

대한 성능 하락 비교 그래프 

(그림 1)은 선정한 각 다국어 LLM 을 AWQ, GPTQ, 

NF4, 세 개의 방법으로 양자화를 수행하고 양자화 하

지 않은 원본 모델과 MT-Bench 의 Pairwise-all 방법으

로 벤치마크를 수행하고 성능을 비교한 그래프이다. 

해당 벤치마크는 양자화된 모델과 원본 모델의 160개 

질문에 대해 답변을 각각 생성하고 두 답변을 비교하

여 승/무/패를 판정하는 벤치마크이다. 

각 막대 그래프는 양자화된 모델의 원본 모델에 대

한 승률을 의미한다. 두 LLM 모두 값의 차이는 있지

만 세 가지 양자화 방법에서 모두 양자화된 모델의 

한국어 태스크에 대한 승률이 영어 태스크에 대한 승

률보다 전체적으로 더 낮은 것을 확인할 수 있다. 이

를 통해 양자화된 LLM 에서 한국어 성능의 하락이 

영어에 비해 더 두드러지는 경향이 있다는 것을 알 

수 있다. 따라서 이와 같이 양자화된 LLM 에서 한국

어의 성능이 하락하는 문제를 해결할 필요성이 있다. 

 

3. 한국어 성능이 개선된 LAPE 기반 AWQ 

현재까지 다양한 양자화 기법들이 제안되어 왔으나, 

각 방법마다 양자화를 수행하는 방식과 기준이 다르

기 때문에 하나의 공통된 방향으로 모든 기법을 동시

에 개선하기는 어렵다. 따라서 본 연구에서는 양자화

에 활성화(activation) 값을 활용하는 AWQ 를 기반 방

법으로 선정하고, 이를 개선하는 방식으로 접근한다. 

본 연구에서는 양자화된 LLM 에서 한국어 성능이 저

하되는 문제를 해결하기 위해 LAPE 기법을 기반으로 

한국어에서 중요한 뉴런을 식별하고, 이를 보존하는 

방식으로 AWQ를 개선하는 방법을 제안한다. 

AWQ 는 모델의 활성화 값의 분포를 고려하여 중요

한 가중치는 유지하면서 나머지 가중치를 양자화하는 

방법이다. 구체적으로, AWQ 는 소량의 교정 데이터

(calibration data)를 활용하여 모델의 활성화 분포를 측

정한 후, 뉴런이 입력 데이터에 대해 어떻게 활성화

되는지를 분석한다. 그 결과를 바탕으로 활성화 분포 

값이 높은 가중치는 중요도가 높은 것으로 판단하여 

최대한 보존하고, 나머지 가중치를 양자화하는 방식

을 적용한다. 이를 통해 AWQ 는 성능 저하를 최소화

하면서도 높은 연산 효율성을 유지할 수 있다. 그러

나 이 방식은 입력 데이터에 대한 뉴런의 활성화 값

만으로 가중치의 중요도를 판단하기 때문에, 특정 언

어에서 중요한 역할을 하는 뉴런이 간과될 수 있다. 

특히 다국어 모델의 경우, 언어별로 활성화되는 뉴런 

분포가 다르기 때문에, 영어 중심의 교정 데이터를 

사용할 경우 (그림 1)의 결과와 같이 비영어권 언어에

서 성능 저하가 나타날 수 있다. 

이러한 문제를 해결하기 위해 본 연구에서는 Tang 

et al.(2023)에서 제안된 LAPE 를 활용한다[9]. LLM 의 
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다국어 처리 능력을 분석하기 위해 [9] 연구는 언어 

활성화 확률 엔트로피 (Language Activation Probability 

Entropy, LAPE) 라는 개념을 제안했다. LAPE 는 언어 

모델 내부에서 특정 언어에 특화된 뉴런(language-

specific neurons)을 식별하는 방법이다. LAPE는 다양한 

언어의 텍스트를 입력했을 때, 특정 뉴런의 활성화 

확률을 측정하는 방식으로 작동한다. 구체적으로, 

LLM 의 𝑖번째 층(layer)의 𝑗번째 뉴런이 특정 언어 𝑘

를 처리할 때의 활성화 확률은 수식 (1)과 같이 계산

된다. 

 

𝑝𝑖,𝑗
𝑘 = 𝔼(𝕀(𝒂𝒄𝒕_𝒇𝒏(𝒉̃𝒊𝑾𝟏

𝒊 )
𝑗
> 0) | 𝑙𝑎𝑛𝑔𝑢𝑎𝑔𝑒 𝑘) (1) 

𝐿𝐴𝑃𝐸𝑖,𝑗 = −∑𝑝𝑖,𝑗
′𝑘

𝑙

𝑘=1

𝑙𝑜𝑔(𝑝𝑖,𝑗
′𝑘) (2) 

 

그리고 수식 (1)을 통해 산출된 𝑝𝑖,𝑗
𝑘   값을 유효한 확

률 분포로 바꾸기 위해 L1 normalization 을 적용하여 

𝑝𝑖,𝑗
′ 를 산출하고 수식 (2)와 같이 LAPE Score를 계산하

여 값이 낮은 뉴런은 언어 특화 뉴런으로 지정된다. 

LAPE Score 가 낮다는 것은 해당 뉴런이 특정 언어에 

대해 높은 활성화 확률을 보이고, 다른 언어에 대해

서는 낮은 활성화 확률을 보인다는 것이기 때문이다. 

[9] 연구는 영어, 중국어, 일본어, 프랑스어, 스페인

어, 베트남어, 인도네시아어 등 총 7개 언어를 사용하

여 언어 특화 뉴런을 분석하였다. 본 연구에서는 [9] 

연구에 포함되지 않은 한국어를 추가하여, 총 8 개 언

어의 데이터를 기반으로 뉴런의 활성화 특성을 분석

하였다. 이 과정을 통해 본 연구는 한국어에서 주로 

활성화되는 뉴런을 식별하고, 해당 뉴런 정보를 양자

화 과정에 반영하여 보존한다. 식별된 한국어 특화 

뉴런은 전체 모델 파라미터 중 1% 미만으로 극히 일

부에 해당하기 때문에, 이들의 가중치를 보존하더라

도 전체 모델의 크기에는 큰 영향을 미치지 않는다. 

즉, 기존의 AWQ 는 영어 기반 교정 데이터를 바탕

으로 활성화 분포를 분석하여 가중치의 중요도를 평

가했지만, 본 연구는 여기에 한국어 특화 뉴런 정보

를 추가적으로 반영함으로써, 한국어 성능 저하를 최

소화하는 양자화 기법을 제안한다. 

 

4. 실험 

본 연구에서 제안한 LAPE 기반 한국어 최적화 

AWQ 의 성능 검증을 위해 앞서 수행한 양자화된 

LLM 에서 성능 하락 검증과 마찬가지로 Google 의 

gemma-2-9b-it와 Meta AI의 Llama-3.2-3B-Instruct의 두 

가지 LLM으로 실험을 수행한다. LAPE score를 구하기 

위한 데이터 셋은 [9] 연구와 마찬가지로 각 언어의 

위키백과(Wikipedia) 덤프에서 문서를 무작위로 추출

하고 토큰화(tokenization)하여 한국어를 포함한 8 개 

언어에 대해 각각 100 만 개의 토큰으로 구성되었다. 

해당 데이터를 통해 각 모델에서 LAPE Score 를 계산

하여 한국어에 특화된 뉴런을 찾고, 해당 뉴런의 가

중치를 별도로 보존하면서 AWQ 를 통해 양자화를 진

행하였다. (그림 2)는 gemma-2-9b-it 와 Llama-3.2-3B-

Instruct 모델에 대해 기존 AWQ 와 본 연구에서 제안

한 한국어에 최적화된 양자화 방법(AWQ-opt)의 성능

을 비교한 결과이다. 두 양자화 방법 모두 원본 모델

과 KoMT-Bench 의 Pairwise-all 방식으로 한국어 태스

크에 대해 평가되었다. 실험 결과, 한국어에 최적화된 

AWQ-opt 는 gemma-2-9b-it 에서 기존 AWQ 보다 3.6%, 

Llama-3.2-3B-Instruct 에서는 15.7% 높아진 성능을 보

였다. 이러한 성능 향상은 소량의 뉴런 가중치만을 

보존함으로써 달성된 것으로, gemma-2-9b-it 모델에서

는 한국어 특화 뉴런의 가중치를 7.86MB 만큼 추가로 

보존해서 양자화된 모델의 크기인 6.16GB 대비 약 

0.13% 증가하였고, Llama-3.2-3B-Instruct 모델에서는 

7.72MB 만큼 추가로 보존해서 3.04GB 대비 약 0.25% 

증가하여 모델의 크기에는 거의 영향을 미치지 않으

면서 유의미한 성능 향상을 달성하였음을 알 수 있다. 

이러한 결과는 언어별 뉴런 활성화 특성을 반영한 양

자화 전략이 다국어 LLM 의 성능 저하를 효과적으로 

완화할 수 있음을 실증적으로 보여주며, 자원 효율성

을 유지하면서 비영어권 언어의 활용 가능성을 높이

는 실용적인 대안이 될 수 있음을 시사한다. 

 

 

(그림 2) 기존 AWQ와 한국어에 최적화된 AWQ의 

한국어 성능 비교 그래프 

 

5. 결론 

본 연구에서는 LLM 의 양자화 과정에서 발생하는 

한국어 성능 저하 문제를 해결하기 위해 언어 활성화 

확률 엔트로피(LAPE)를 기반으로 한 한국어 최적화 

AWQ 방법을 제안하였다. 기존의 양자화 연구들이 주

로 영어 중심으로 이루어져 왔고, 비영어권 언어, 특
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히 한국어에서는 상대적으로 큰 성능 하락이 발생한

다는 문제에 초점을 맞추었다. 

실험 결과, 제안된 방법은 gemma-2-9b-it 와 Llama-

3.2-3B-Instruct 모델에서 기존 AWQ 대비 한국어 성능

을 상당히 개선시켰다. 특히 한국어에 특화된 뉴런을 

식별하고 이를 양자화 과정에서 보존함으로써, 양자

화된 모델의 크기를 거의 그대로 유지하면서 한국어 

성능의 저하를 최소화할 수 있었다. KoMT-Bench를 통

한 평가에서 한국어에 최적화하여 개선한 AWQ 로 양

자화한 다국어 LLM은 기존 AWQ로 양자화한 다국어 

LLM 보다 높은 승률을 보였으며, 이는 제안된 방법론

의 효과를 입증한다. 

본 연구 결과는 양자화된 다국어 LLM 을 한국어와 

같은 비영어권 언어 환경에서도 효율적으로 활용할 

수 있는 가능성을 보여준다. 특히 한국어 특화 뉴런

의 선택적 보존을 통해 손실되는 한국어 성능을 최소

화할 수 있음을 실증함으로써, 제한된 컴퓨팅 자원 

하에서도 다국어 LLM 의 실용성과 확장성을 높일 수 

있는 현실적인 해법을 제시한다. 
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