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Model Parameters mloU (%)
Conventional method 11,745,643 62.24
Proposed method 5,632,933 59.54

(a Original image (b) Ground truth

(c) Conventional method (d) Proposed method

(27 D) 71E $u A
e A%

= Hc]’tgﬁi :,Lz}:]_%] wolo

=

a9 12 F Ede] FE(inference) 2IE HAFE

th 29 L@ 9 omA, 1§ L) AE ov
Al(ground truth), 2¥ 1.(c)= viA e F AL

Fote 71E Pz 7dd mde 8 43
o FE

L) Atets WwHew F3d
ot}

]

a
Z|

4. HE

2 =EodAE AL A oA DeeplLabv3+
E 748 4 AEF MobileNetV3-Large & 22 A7
WO R ARgEtHEA wiZfMeE Ak o] AZE
Je WS ARbsta,  Aes Fsld
MobileNetV3 ¢ 5421 &4 AS =+ o gt A
TS XA %= Ao® wuige 5 52% 4
AEME AT 2.7%p T skl A Ak g
%!

ACKNOWLEDGMENT

o] =2 2025 Ux AH (A]—(ﬁi/\l-x].%_l?_)_q A4

om AU EAEN] AL W

of s AT

91 (RS-2024-00415938, 2024 'd AFd & 2121 A A =] 1A}

o]
i=]

o] =& AR RT
A A A 22 E A&

- 578 -

/ﬂ-‘:})ﬂ qPdow 3t
Ej‘ 9 A%A].o%g] e

L
-9 (RS-2020-NR047144)

2L



ASK 2025 szt

]

I
i

=

[1] Howard, Andrew G. et al. "Mobilenets: Efficient
convolutional neural networks for mobile vision
applications." arXiv preprint arXiv:1704.04861 (2017).

[2] Sandler, Mark, et al. "Mobilenetv2: Inverted residuals and
linear bottlenecks." Proceedings of the IEEE conference
on computer vision and pattern recognition. 2018.

[3] Howard, Andrew, et al. "Searching for
mobilenetv3." Proceedings of the IEEE/CVF
international conference on computer vision. 2019.

[4] Mori, Pierpaolo, et al. "Accelerating and pruning cnns for
semantic segmentation on fpga." Proceedings of the 59th
ACM/IEEE Design Automation Conference. 2022.

[5] Chen, Liang-Chieh, et al. "Encoder-decoder with atrous
separable convolution for semantic image
segmentation.” Proceedings of the European conference
on computer vision (ECCV). 2018.

- 579 -





