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요       약 

CCTV 를 활용한 교통 모니터링은 스마트시티의 핵심 요소로, 본 연구는 배경 기반(Scene-
Centric) 접근법을 통해 차량 이동 경로를 추적하는 새로운 트래킹 기법을 제안한다. 제안 시스템은 
Cityscapes 데이터셋으로 학습된 SegFormer 모델을 활용해 도로와 차량 영역을 세그멘테이션하고, 픽
셀(Pixel) 기반 움직임 감지를 통해 추적 대상을 식별한다. 이를 시작 위치 기반 그리드 클러스터링
(Grid Clustering)으로 그룹화하여 상행/하행 방향을 자동 식별하며, 역주행 및 과속과 같은 이상 행동
을 실시간 탐지한다. 야간 환경에서 헤드라이트로 인한 오탐지를 줄이기 위해 HSV 색상 공간 기반 
적응형 가중치를 적용해 보았으나, 탐지 성능 개선이 필요함을 확인했다. 실험 결과, 제안 시스템은 
주간 환경에서 평균 방향 식별 정확도 67.37%, 야간 환경에서 58.11%를 달성했으며, 야간 영상에서 
YOLO+ByteTrack 대비 프레임 처리 속도가 62.19% 빠르고 FPS는 164.48% 향상되었다. 

 

1. 서론 

CCTV를 활용한 교통 흐름 분석, 이상 행동 탐지, 
사고 예방은 스마트시티에서 실시간 데이터 분석의 
필요성을 높이고 있다. 기존 객체 기반(Object-Centric) 
접근법은 복잡한 교통 환경에서 가림(Occlusion)이나 
조명 변화로 인해 추적 정확도가 저하되는 한계가 있
었다. 반면, 배경 기반(Scene-Centric) 접근법은 비디오 
인스턴스 세그멘테이션에서 성능 향상을 보여주고 있
다[1]. 그러나 기존 배경 기반 연구는 통계적 모델이
나 단순 궤적 분석에 의존하여 차선 단위 분석과 직
관적 시각화에 한계가 있었다.  
본 연구는 Cityscapes 데이터셋[2]으로 학습된 

SegFormer 모델[3]을 활용해 픽셀 기반 움직임 감지와 
시작 위치 기반 그리드 클러스터링을 도입하여 차선 
단위로 차량을 그룹화하고, 상행/하행 방향을 자동 식
별한다. 이를 통해 차선별 이동 패턴을 시각화하며, 
역주행 및 과속과 같은 이상 행동을 실시간 탐지한다. 
또한, HSV 색상 공간 기반 적응형 가중치를 적용해 
그림자와 헤드라이트로 인한 오탐지를 줄이고자 했다. 

 

2. 본론 

2.1 기존 연구의 한계 
기존 객체 기반 접근법은 개별 객체의 ID 를 추적하
는 방식으로, 실시간 처리 시 연산량 증가로 성능이 
저하되었다. 특히, 복잡한 교통 환경에서 차량 간 가
림이나 조명 변화로 인해 객체 ID 가 자주 손실되어 
추적의 연속성이 깨지는 문제가 있었다. 배경 기반 
접근법[1]은 통계 기반 이상 행동 탐지에 주로 활용되
었으나, 시멘틱(Semantic) 정보 기반의 차선 단위 시각
적 분석은 제공하지 못했다. 

 

2.2 제안하는 시스템 구조 
본 연구는 Cityscapes 데이터셋[2]으로 학습된 

SegFormer[3] 기반의 시멘틱 세그멘테이션을 활용하여 
도로와 차량 영역을 추출한다. 그림 1과 같이, 시스
템은 다음의 단계를 따른다. 먼저, 관심 영역(Region 
of Interest, ROI)을 설정하여 분석 대상을 지정한다. 이
어서, MOG2 기법을 활용한 배경 차분 기반 움직임 
감지(Background Subtraction-based Motion Detection)를 
통해 픽셀 단위로 움직임을 검출한다. 감지된 픽셀은 
픽셀 단위 클러스터링 및 추적(per-pixel clustering and 
tracking)을 통해 그룹화되며, 이때 면적(500픽셀 이
상)과 종횡비(0.5~2.0)를 만족하는 객체만을 추적 대상
으로 선정하고 HSV 색상 공간 기반 적응형 가중치를 
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적용해 그림자와 헤드라이트로 인한 오탐지를 최소화
하였다. 이후 각 객체는 중심점(centroid)을 기준으로 
궤적을 저장하고, 시작 위치 기반 그리드 클러스터링
(start location-based grid clustering)을 통해 차량의 주행 
방향을 상행/하행으로 자동 분류한다. 마지막으로, 이
상 행동 탐지 및 시각화(anomaly detection and 
visualization)를 수행하여 역주행, 과속 등의 이상 행
동을 실시간으로 탐지하며, 차선 단위 이동 패턴을 
시각적으로 표현한다. 

 
(그림 1) 시스템 아키텍처 

 

2.3 실험 설계 
  실험은 주간/야간 CCTV 영상을 테스트 데이터로 
사용하며, 두 가지 접근법을 비교했다. 첫째, 
Cityscapes 데이터셋[2]으로 학습된 SegFormer 모델
[3]을 활용해 도로와 차량 영역을 세그멘테이션하고, 
MOG2 배경 차분과 그리드 클러스터링을 통해 차
량의 이동 경로와 방향을 추적했다(SegFormer-Grid). 
둘째, YOLOv8[4] 모델로 차량 객체를 검출하고, 
YOLOv8 내장 ByteTrack 트래커[3]를 활용해 객체의 
이동 경로와 방향을 추적했다. 두 접근법 모두 연
속 프레임 간 중심점 이동 벡터를 분석해 차량의 
상행/하행 방향을 식별했으며, 방향 식별 정확도와 
실시간 성능(프레임 처리 속도, FPS)을 기준으로 성
능을 평가했다. 

 

2.4 실험 결과 
  실험은 주간과 야간 환경에서 진행되었다. 주간 
환경에서 총 21개 차량 트랙을 추적하며 
SegFormer-Grid는 평균 방향 식별 정확도 67.37%, 
YOLO+ByteTrack[4]은 80.34%를 달성했다. 야간 환
경에서는 11개 트랙을 추적하며 SegFormer-Grid는 
평균 방향 식별 정확도 58.11%, YOLO+ByteTrack[4]
은 88.68%를 기록했다. 야간 환경에서 SegFormer-
Grid는 헤드라이트 그림자로 인해 추적이 불안정해 
정차 탐지와 같은 오탐지가 발생했다. 그러나 실시
간 성능에서는 SegFormer-Grid가 YOLO+ByteTrack 
[4] 대비 프레임 처리 속도가 62.19% 빠르고 FPS는 
164.48% 향상되었다. 

 

2.5 결과 분석 
  제안 시스템(SegFormer-Grid)은 주간 및 야간 환경
에서 방향 식별 성능을 평가했다. 주간 환경에서 
SegFormer-Grid의 평균 방향 식별 정확도는 67.37%, 
YOLO+ByteTrack[4]은 80.34%로, YOLO+ByteTrack[4]
이 더 높은 정확도를 보였다. 야간 환경에서는 
SegFormer-Grid가 58.11%, YOLO+ByteTrack[4]가 
88.68%로, 야간 환경에서 성능 차이가 더 두드러졌
다. 이는 HSV 색상 공간 기반 적응형 가중치를 적

용했으나 헤드라이트로 인한 오탐지 문제를 완전히 
해결하지 못했기 때문이다. SegFormer-Grid의 주요 
장점은 차선 단위로 차량을 그룹화하여 이동 패턴
을 시각화할 수 있다는 점과, 픽셀 기반 접근법으
로 연산 효율성이 높아 실시간 성능에서 우수하다
는 점이다. 실시간 성능 평가에서 SegFormer-Grid는 
YOLO+ByteTrack [4]대비 프레임 처리 속도가 
62.19% 빠르고 FPS는 164.48% 향상되어 실시간 교
통 모니터링에 유리한 성능을 보였다. 그러나 방향 
식별 정확도가 YOLO+ByteTrack[4]보다 낮은 점은 
배경 기반 접근법의 한계로, 특히 조명 변화에 민
감한 MOG2 배경 차분 기법의 특성에서 기인한다. 
향후 야간 환경에서의 객체 탐지 성능 개선과 이동 
경로 곡률을 고려한 방향 식별 알고리즘 도입이 필
요하다. 

 

3. 결론 

본 연구는 배경 기반(Scene-Centric) 접근법을 통해 
차량 이동 경로를 추적하고, 차선 단위로 그룹화하며, 
상행/하행 방향을 자동 식별하는 시스템(SegFormer-
Grid)을 제안했다. Cityscapes 데이터셋[2]으로 학습된 
SegFormer 모델[3]을 활용해 도로와 차량 영역을 세그
멘테이션하고, 픽셀 기반 움직임 감지와 그리드 클러
스터링을 통해 차량 추적 및 방향 식별을 수행했다. 
실험 결과, 주간 환경에서 평균 방향 식별 정확도 
67.37%, 야간 환경에서 58.11%를 달성했으며, 
YOLO+ByteTrack[4](주간 80.34%, 야간 88.68%) 대비 
낮은 정확도를 보였다. 그러나 실시간 성능 평가에서 
YOLO+ByteTrack[4] 대비 프레임 처리 속도가 62.19% 
빠르고 FPS 는 164.48% 향상되어 실시간 교통 모니터
링에 유리함을 입증했다. 향후 연구에서는 야간 데이
터로 SegFormer 모델을 추가 학습시켜 객체 탐지 성
능을 개선하고, 다양한 환경에서의 성능 평가와 더 
복잡한 이상 행동 탐지 알고리즘을 개발하여 시스템
의 실용성을 강화할 예정이다. 
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