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요       약 

k-평균 군집화 분석은 주어진 데이터 집합에서 유사한 데이터의 군집을 찾고 이를 분석하는 기

법으로 널리 사용되어 왔다. 그러나, 데이터 집합에 대해 적절한 k 를 찾는 방법에 대한 연구는 부족

하며 평가 계수의 전수 비교에 의존해 왔다. 본 연구에서는 이를 경감하기 위한 그리드 기반 근사 

군집 분석을 통한 k 추정 기법을 제안한다. 제안 기법의 성능을 10,000~100,000 개의 데이터를 갖는 

생성 데이터 집합을 활용한 검증 결과 다양한 k 와 데이터 집합의 크기에 대해 효과적임을 보였다. 

 

1. 서론 

최근 데이터 마이닝을 활용한 소비자 분석이 다양

한 분야에서 연구되고 있으며, 데이터 마이닝의 일종

으로 주어진 데이터 집합에서 서로 다른 특징을 갖는 

군집들을 찾는 군집화 분석 기법이 있다. 대표적인 

군집화 분석 기법인 k-평균 군집화 분석 기법은 k 개

의 군집을 생성하여 군집 내 데이터들의 특징을 분석

하여 산업 및 경제 등 다양하게 응용된다 [1]. 

이러한 k-평균 군집화 분석 기법의 주요한 문제점

으로는 데이터 집합에 대하여 최적인 k 의 값을 사전

에 알 수 없다는 점이 있다. 따라서, 기존의 연구에서

는 분류 작업처럼 정확도 기반의 평가를 수행하거나 

몇 가지 평가 계수들을 적용하여 적합한 k 를 선정한

다. 그러나, 이와 같은 선정 방법은 서로 다른 다양한 

k 에 대해 k-평균 군집화를 모두 수행, 그 결과들을 

한다. 즉, 불필요한 군집화 과정을 추가로 과도하게 

수행하는 문제점이 있다 [2]. 

따라서, 본 논문에서는 이러한 문제점을 줄이기 위

하여 그리드 기반의 k 추정 기법을 제안한다. 기존의 

모든 범위의 k 에 대하여 k-평균 군집화를 수행하고 

이를 비교해야 했던 것과 달리, 후보를 빠르게 도출

하고 이를 기반으로 k 를 빠르게 추정할 수 있다.  

 

2. 배경지식 및 관련 연구 

k-평균 군집화 분석은 하나의 데이터 집합 D 에 대

하여 설정된 k 개의 군집을 찾기 위해 다음과 같은 

과정을 수행한다 [3]. 

먼저, k 개의 중심점의 좌표를 D 의 도메인 내에서 

임의로 선정한다. 이후, 각 데이터로부터 가장 가까운 

중심점을 찾아 t=0 시점의 초기 클러스터를 선정한다. 

선정된 초기 클러스터에 속한 데이터들의 평균 지점

으로 새로운 k 개의 중심점을 선정한다. 새롭게 선정

된 중심점을 기준으로 t=1 시점의 클러스터를 선정한

다. 이와 같은 방식으로 정해진 반복 횟수를 만족하

거나 중심점의 위치 변동이 일정한 수준 이하일 경우 

반복을 중단한다. 중단 시점에 각 데이터가 속한 클

러스터가 군집 결과가 된다. 

k-평균 군집화 분석은 대표적인 비지도 학습으로서 

산업 및 경제 등 다양한 분야에 널리 활용되고 있어, 

그 결과에 대한 평가 방법 및 효율성 증대 방안 역시 

다양하게 연구되고 있다. 

기존의 군집화 분석 결과를 평가하는 방법으로는 

평가 계수들을 활용하여 군집화 결과를 평가하는 방

법들이 있으며 대표적 인 평가 계수로는 실루엣 계수 

(Silhouette Coefficient)가 있다 [4]. 실루엣 계수의 계산 

방식은 각 클러스터마다 𝑎𝑖와 𝑏𝑖를 통해 계산된 값들
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의 평균이며, 다음 식과 같이 계산된다. 

 

𝑆 =
1

𝑘
∑

𝑏𝑖 − 𝑎𝑖
𝑚𝑎𝑥(𝑏𝑖 , 𝑎𝑖)

𝑘

𝑖=1

 

식 1 에서 𝑎𝑖는 각 군집에 속한 데이터 𝑥마다 그 군

집의 중심점 𝜇𝑖까지 거리를 모두 합한 것을 의미하며, 

𝑏𝑖는 각 데이터마다 자신이 속하지 않은 가장 가까운 

클러스터의 중심점까지의 거리의 합이다. 이와 같은 

평가 방법들 또한 전체 데이터들을 대상으로 하여 계

산이 수행되기 때문에 각각의 계산 비용이 데이터 집

합의 크기에 비례하여 증가한다.  

기존의 그리드 기반 k-평균 군집화 분석 방법이 다

양하게 연구되어 왔지만, 이러한 연구들은 자체적인 

각각의 군집화 최적화 방법에 대하여 연구했을 뿐, k

의 추정 방법이 존재하지 않아 서로 다른 k 에 대한 

군집화를 실행해볼 필요가 있다. 따라서, 최선의 군집 

결과를 생성하는 k 에 대한 추정 방법에 대한 연구가 

필요하다. 본 연구에서는 그리드 기반의 최적인 k 추

정 기법을 제안한다. 

 

3. 그리드 기반의 k 추정 기법 

본 연구에서 제안하는 그리드 기반의 k 추정 방법

은 그리드 생성 및 대푯값 추출, 그리드 기반 군집화, 

그리고 k 추정의 총 세 개의 단계로 구성된다. 최적

의 k 가 4 일 때 제안 기법의 단계별 작업 과정을 그

림 1 에 도식화해 나타냈으며, 각각의 단계마다 수행 

과정은 다음과 같다. 

그리드 생성 및 대푯값 추출 단계에서는 주어진 데

이터를 𝑚 ×𝑚개의 셀로 구성된 그리드 G 에 분배한

다. 데이터가 존재하지 않는 셀은 무시하며, 데이터가 

존재하면 존재하는 데이터들의 중심을 각 셀의 대푯

값으로 선정한다. 그림 1-a 에서는 이와 같은 그리드 

기반 대푯값 선정 결과를 시각화 했으며, 일부 셀의 

경우 내부에 값이 없어 무시된 것을 확인할 수 있다. 

그리드 기반 근사 군집화 단계에서는 이전 단계에

서 계산된 각 대푯값들을 원본 데이터 대신에 활용하

여 k-평균 군집화를 수행한다. 그림 1-b 는 대푯값들을 

활용한 k-평균 군집화 과정을 간략히 나타낸다. 일반

적인 k-평균 군집화와 마찬가지로 임의의 중심점을 

기준으로 각 데이터(대푯값)들을 자동으로 k 개의 군

집으로 나누는 과정을 수행한다. 이때 k 의 관찰 범위

는 원본을 기준으로 관찰하고자 하는 범위와 동일하

게 수행한다. 

실제 군집화 수행 단계는 생성한 임시 군집 결과들

에 대해, 실루엣 계수를 활용하여 각 군집 결과들을 

평가하며 최종 k 를 추정하는 단계이며, 다음과 같은 

차례로 이루어진다. 

실루엣 계수의 극댓값을 보인 k 값들을 모두 후보

로 선정한다. 극댓값의 k 값을 후보 k 에 추가한다. 후

보 k 값들을 대상으로 실제 군집화를 수행하고 그 결

과를 비교, 최선의 군집 결과를 갖는 k 를 최종 추정 

k 로 출력한다. 그림 1-c 는 이와 같은 k 후보 선정 및 

후보 k 들로부터 최적의 k 도출 과정을 나타낸다. 

이와 같은 과정들을 통하여 제안 기법에서는 기존 

k-평균 군집화 기법들이 가지는 k 추정의 문제를 감

소시키는 것이 가능하며, 보다 적은 수의 실제 군집

화 과정만으로 효과를 볼 수 있다. 
 

4. 실험 결과 및 분석 

본 절에서는 본 연구에서 수행한 실험 환경과 성능 

평가 방법, 실험 결과에 대해 기술한다. 

실험 환경: 본 연구에서는 제안 기법의 효과를 보

이기 위하여 10,000~100,000 개의 데이터로 구성된 데

이터 집합 내에 임의의 군집을 k 개 형성하고, 종래

의 k-평균 군집화 분석 기법과 제안 기법을 각각 적

용하여 그 결과를 비교 평가하였다. 실험에 활용한 

PC 는 intel i7 11700 (2.5GHz), DDR4 24G 로 구성되어 있

으며 Python 3.11 환경에서 NumPy 를 활용한 기본적인 

계산 프로그래밍 및 scikit-learn 라이브러리의 

make_blobs() 함수를 사용한 실험 데이터 생성 및 그

리드 구축, 그리고 k-평균 군집화 과정을 구현하였다. 

(random seed=0) 그리드의 크기를 결정짓는 변수인 m

은 8 로 고정하여 최적의 k 가 3-8 일 경우에 대해 실

험들을 수행하였다. 

naïve k-평균 군집화 분석을 수행했을 때 계산되는 

실제 실루엣 계수를 범위 내의 각 k에 대해 수집한다. 

수집된 실제 실루엣 계수와 그리드의 대푯값들을 사

용한 실루엣 계수를 서로 비교하여, 제안 기법이 올

바른 최적의 k 를 발견할 수 있는지 검증한다. 또한, 

각각의 k 마다 수행 시간을 측정하여 제안 기법에 필

요한 총 수행 시간과 naïve 방식 수행시에 필요한 시

간에 대하여 비교하는 것으로 제안 기법이 보다 효율

적으로 동작함을 보인다.  

(그림 1) 그리드 기반의 k 추정 기법 단계별 시각화 
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그림 2 는 최적의 k 가 4 일 때 그리드 기반 추정과 

naïve 기법 각각에 대하여 실루엣 계수 그래프를 시각

화한 것이다. 위쪽의 그래프가 GT, 실제 실루엣 계수

에 대한 관측 그래프이며 아래의 그래프가 제안 기법

을 적용했을 때의 실루엣 계수 그래프이다. 두 그래

프의 모습은 전체적으로 유사하며, 그 최댓값의 위치

가 동일해 제안 기법의 유효성을 보였다.  

수행 시간 분석: 추정을 위해 관찰한 k 들과 후보로 

도출된 k 들을 대상으로 한 실제 군집화 수행에 걸린 

총 시간을 naïve 상황과 비교한다. 기존 방식의 경우 

범위 내의 모든 k 값에 대해 k 평균 군집화를 수행하

여야 하므로 전체 수행 시간 합계가 총 수행 시간이 

된다. 반면, 제안 기법의 경우엔 그리드 기반 수행 시

간의 총합에 추정 실루엣 계수가 최고였던 지점의 k

에 대한 군집화를 실제로 수행하는 시간이 된다. 

그림 3은 달라지는 데이터 집합의 사이즈에 대하여 

이와 같이 계산된 총 군집화 수행 시간을 나타낸다. 

기존 방식이 대상으로 하는 k 에 따라 수행 시간이 비

례하여 빠르게 증가하는 한편, 제안 기법의 수행 시

간은 크게 변화하지 않는다. 이는 제안 기법이 일정

한 크기의 그리드를 활용하기 때문이다. 따라서, 제안 

기법이 데이터 집합의 크기 변화와 무관하게 효율적

이며, 특히 그 크기가 커질수록 효과적임을 보였다. 

데이터가 10,000 개인 동일 크기의 데이터 집합에 

대하여 최적의 k 가 서로 다를 때 각 경우마다의 실루

엣 계수 분포를 <표 1>에 나타냈다. 실험을 수행한 

최적의 k 가 3 일 때부터 8 일 때까지 실제 최적의 k 

위치와 제안 기법으로 추정한 실루엣 계수의 최대치, 

즉 최적의 k 위치가 동일함을 확인할 수 있다.  

 

5. 결론 및 향후 연구 

본 연구에서는 그리드를 활용하여 데이터의 지역 

대푯값을 찾은 후에 이를 사용한 k-평균 군집화를 위

한 k 추정 기법을 제안하였다. 최대 10 만 개 데이터

의 다양한 수의 군집이 구성된 상황에서 빠르면서 정

확히 k 를 추정할 수 있었으며, 제안 기법을 활용한 

추정이 효과적임을 보였다. 

향후에는 보다 일반적인 데이터 집합 등 다양한 환

경에 대하여 제안 기법을 확장할 것이며, 이를 위하

여 제안 기법이 가지는 특징을 분석해 상황에 따라 

적절한 m 의 선정 방법 등을 연구할 것이다. 
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