-
ofy
oty

N,

SV
)
=
o Mo

SV
o?L
fol

SV
Ho
£
oft

RS Ul‘:—-olj
st 5

Agdstn ~Ze 410%»5?%?% Bk

At AZE )T w

4
o
L
L o
T
oz

aaalsh13@gmail.com, kehdusl8@gmail.com, xodbsb07@gmail.com, tjdgh5463@naver.com,
sbyoo@jnu.ac.kr

A study on providing feedback by analyzing

user input in chat using Al

Seungheon Lee!, Doyeon Kim? Taeyun Kim? Seongho Joe?, Seokbong Yoo
"Dept. of Mathemetics, Cheonnam National University
’Dept. of Software Engneering, National University
SDept. of Software Engneering, National University

Q of

eoleAe MANAH £ES dore Aol EAS WAL A8Ae] dolB A Q)

T Z2OHS FI AN EY TAE &8t = Q. o] =ielAE Edl2 X v (Transformer)

g ol4¢ AAn olo] RALLMS Fate] 2¥ DEWS PAshs WS Avuz Ak /&

W g o] e ANl AnHe wgo R ShFHA e RofolAe WEHUE Hr} &

BHow Aag vk A4E Ad oty wde MY, Jud TgZes pAPoRs LE

=7} 97 A 00914 0272 oF 39 el A FAE A& 5 drk o ARE o

2 R AR e Ao ARE mA ofEEAelAdE A F = o

A5 E7FEE B obyey, R FASEE &
1. M2 HalA etk olYe FAE sAstE s WHoR
U8 Ao A3 & As 8] me oFe 2glo] 2 ErdAE AEd A gF Ed HAA 4
2207 olgAY. 1Y ia}d AEo] uZ 2 few-shot[3]& H|ES ZEFZE AU ES AAl
Ao AU TR7F AEE A 9 pjolE AL ghoh, o] =ollA AtstE ZEIPS Tk o]
3}—5— LA uEse] dojzr EA=2 AU ZFL u SabE0] 2l A ddgE dojugds /FAT
AAIZIA STk o]# Qdojel] AF mEFEo] Azl T loEE AlRET
TH FHE AATY Ao JFE v H By o}
Ual 2 el g8 a2 =4 2. AIBAL HEY mEY MS
B E=RAE 2RE 289 o] A4S wERE ARG jle} FHE AAHoR WA fIsA
fZeA ol & BtER AA] LLM(AW Ao = = Ao AFEY FAES NER EAtedof gtk AL
9)& AHEste WS Alreth Aol ml&olo] disl, AHEA7E d¥EE WEE F
Adse fEeAIAe 2RY 2 72 2 AR Al ok < fi, =3 REHS S FREE
2 FAHIE 5ES 233 gon, o= xLx29 ERste], A+ &9 W&s vgeE 9E A9
2utEE FEH AXE Ao AMES S7HA S Algslof ghrh, ol ZE e A AREATE
2 wAEA "ok wd T2 RS AL o AAAoE olald F JOoHAE, Ao FH= A
S AEo g BAY 23 AL EE &y, A A F AdS T AAste o gt
F =g 2EHe AREACA AT st o] &AL
222 do] £AL AAREE Fio 3. AR X2 2o et o8
gH, o] =RAME o]HE =AML )t Aol ARgA el s ZaHoR EHS
= FAZAA LLMES ol9A AL & AsAE & Arret7] flEiA = 7FEe o] Edo] d sttt
et A2 LLMS Axg2]le] Bed EAE 53] RNN, CNNEth o} Rdaos £ 45S
£ F e vE AEd Aes B 18y A Holx= Ed AT (Transformer) 2@ A& o]
g3 RS uE Algse AL AnEE A Adsit, I8u AEe o Rdvtezs dE4
d AIdEE IS F stk B =7ddAE HAES


mailto:aaalsh13@gmail.com
mailto:kehdus18@gmail.com
mailto:xodbs507@gmail.com
mailto:tjdgh5463@naver.com

AP St Rl A4 B few-shote MIRI ZH
ZE ARgo] BrEY HAF H x| ojugr g
H A=A 5 &1tz sty ol & g8 gh=o]
OlEIAl[4, 514 Al ZA3 Llama-3.2 3B[6] &
93} Qwen 2.5 3B[7]e] thsl, few-shot ZFZE
AbE R e e WstE A@so A5
= dol8Al[8]9] validation ¥ &S AM&3IATH

= few—shot A
O 8.36%

Llama X 0.00%
Qwen O 27.19%
X 951%

A Llamag AF83 23 ¥ Qwens AHE-3H 4
A7t d#AHoZ £5S ¢ & Utk o= Llamate

N

oo tisA Abd &5
g A HFo A few-shot E

o] =9tl o= Ruo] WEW Axlgls EWE
2 g Qe 2o ShFHA RV HToE, o
AVE Algstd 2o AFrt SF45E& & 5 At

(Kt
A
N
=
Sl
o
t
o
4
Sl

4. A0 2Re| HIE HE FHHS
Aoyt 24 nto] SoA B o ZgAoAS &
|37 flelAE Bdo] ARSI o FA Wb
ol sth o] YElME o] rdo = T F
AHsl7k Q9 3y, B =FdAME dAEE AMET
AE Agteity, Rdeo] gAstE U= Y dbg
Fsardoez A" Rdo mEuEHE SHE
qH1E9] 5 HT} H& &3 HFZ e A}
ste= AL 9udth £3), GPTQIIIE ® &3
52 Aord el gZ 7 (Perplexity)
}EA ) A] FowWAME FRF Wy 2
o HEle] 1/4E2 ZEE &

il

»

fr r@ e > oo T fd

o

25 X

CCR)

rlo N

uy

o

i)

o

o

My
rh

> 3
re
I
X
o
|r
=g
i
n
e
>
Y
il

BN

DI i}
) >
oo &

B>

offl

lo

i 2
2

)

% o

ot
s o %

- r
1%
o
2
>
i

1 pg
omﬁ
# to Jy o

52
e
A S F o S A

.
=

o
F e
i

> @5y

N
-

(< TR0
i
)
o = 0¥

¥ Mg

e (= A u

By

ol

ol
(o
o L
o op
_O|L

td ~H e e
o QMo Ao

W2 o o o R
ot
o

e

=
>hxL
o 3o
Sy
4 [

2

r2

o0
(K
frt
[
i)
2
e

s
o

(e o
2

ofr it

(e
)
5 b
2

[&l
i o
XEI

=
b

N
o o (g

Dy
>
o)y 1
4
0,
u)

op

2,
o
2

(i gk b o b BN O

[

b
I

o o

e
filo
M
>

ofr
o

B Ad3Es | AHEAE 2 AREAN7F
BN AZEFAY ALY, <l

Aol ALE, HSHCTAFAEALG ] A
A34= T E AFU (2021-0-01409,
2023-00256629, 2024-00437718)

itd]

gl

Ao
rgk

[1] Vaswani, A. "Attention is all you need.”
Advances in Neural Information Processing
Systems (2017).

[2]Bubeck, Sébastien, et al. "Sparks of artificial
general intelligence: Early experiments with
gpt-4." arXiv preprint arXiv:2303.12712 (2023).
[3]Laria Reynolds and Kyle McDonell. 2021.
Prompt Programming for Large Language Models:
Beyond the Few-Shot Paradigm. In Extended
Abstracts of the 2021 CHI Conference on Human
Factors in Computing Systems (CHI EA '21).
Association for Computing Machinery, New York,
NY, USA, Article 314, 1-7.
[4]https://huggingface.co/datasets/maywell/korean_t
extbooks
[5]https://huggingface.co/datasets/jojo0217/korean_r
Ifh_dataset

[6] Dubey, Abhimanyu, et al. "The llama 3 herd
of models.” arXiv preprint arXiv:2407.21783
(2024).

[71Qwen Team "Qwen2 Technical Report

" arXiv preprint arXiv:2407.10671, 2024
[8]https://aihub.or.kr/aihubdata/data/view.do?currM
enu=115&topMenu=100&aithubDataSe=data&dataSet
Sn=71560

[9] Frantar, Elias, et al. "Gptg: Accurate
post-training quantization for generative
pre—trained transformers.” arXiv  preprint

arXiv:2210.17323 (2022).

- 1106 -





