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2 ZE S0 Cis] sYet AE|Z(confidence)E H
FooCt= H, 2eia 24 2ME BHESHX| R B2 Ao

= ™, Jd2|1 distribution shift =X|0| FfSICHes & [ EHO|X| &

2k, 2 AFoM= olE ZHME SiZ5H7| 2IsH
4 class OFCH AFEE QI A Z| = (distinctive confidence)

£ ddY = UZE pseudo-labeling 1t loss prediction

/ Pseudo-labels
o
Labeled dataset
Acquisition
e Unlabeled
Function
Human
Annotation
Unlabeled dataset
- augmentation
(A& 1) architecture overview
(architecture)= 1% 1 1F ZCH
2. 4
2-1) Consistency loss
Uursol e[S By YHES DS Za2o o
8§ S confidence 2 St E7| 20| GlO|E{AIO]  consistency loss & 2 OIFIh WA 2 Atolel
AAMO0| ZefA ZHo] 23y stAL oyt e HEE FFots O AHEELE Ol= original image 2F
HOlL ZHQ EX ZgfA0| LS Mz Z Ho|L}  horizontal flip O] H&E image Ofl CH3 detector 7} O
EX ZajA0| distribution shift 7t 2AE 2= QIck 2 € class 2k bounding box 2| 0= ZiHE H|wSHO A
PO M= 2zt 22§20 CHO T2 confidence £ g HEHCE OIS IoH, Eq. 1 O LiEHeh High 20] 2=
At 5 UTE FX|T L (semisupervised leamning) NS E OS5 E(matched pairs of predictions)Of CHoH
MO 24 o= RES ©83F MEH U At class consistency loss 2F Bbox 2| ToU Of S{{Edt= &4
ROISICE 2 oA WOtEl mEo| of7|Ey = TO7| AT localization loss & Bwas WO Al
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0| £ &0, original image 2} horizontal flip O] =&l

image Of CH®F & O =Zt0| O FAISICHEH, REH2

Sfier O|O|X|of CHei ZH AT (robustness)= 7+ A2
2 motetch HIHE S o|F440| Moy 2R

inconsistent of H|O|E{2 TGS MK 20|22 =

ol = Ae 2EtZ(oracle)?| 202 RHFTCL T
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annotation Sl ZHO| M5 TFAA|ZICH

E[LconC (Cl{’ 6\1)] + E[LconL(bL{t B\l)] (1)

Leon =

2-1-1) Class inconsistency loss

Class inconsistency loss & ¢;, ¢, 7t F
KL(Kullback-Leibler) divergence = Al
inconsistency £ Al AHSHCL

Eq. 2 Off LIEtEH HEQE ZH0| KL divergence £ 0| &3}
o & o= Zte| Xt0|gt2 9l inconsistency & T
= . Gref oo o=t Antet MEA o=et
7t LX|SHA| =CHH, O|ZAZ ‘inconsistent'SFC}
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X Q= MZEz mohst JsA0| ACH

[y

7
=
1 Fo|stH,

~ 1 ~
LconC(Ci" Cl) = E [KL(CI' Cl) + KL(CI' C{)] (2)

2-1-2) Bounding box loss

localization inconsistency loss = O & H2L
(bounding box)7} X M|t HoOtLt & YX[SH=X|

F8st= #Hgolct. O|F #I8i original image Of
horizontal flipping augmentation & X-&3}RALCt. original
image 2 augmented image & 2 20| LHSILD, RHO|

o=et = O|O[X|e| HI2Y &2 fX|ef HHHE

o =
O|O|X|e| Ht2TY HtA 2|X| Zt2| ToU(Intersection over
Union)& A& EM localization inconsistency loss &

A AtSHCE O] M, unlabeled data & horizontal flip 2 X

835t7| W20l Eq. 3 OlA Eel Htet 20| OFE x
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2-2) Loss Prediction Module

WEO[ UCHH, 2F ot X MSED
OlE 7|xe= dEoirt Od O3 49l K 12|
&, g & &4 U 71 HESS dH=5Y
HEZ7F AtEHol ofet 2f|oj23 oot &4 oF U2
o= W2 O3 29 20| feature extractor Of A{ Lt

[
e E¥ h =2
FC(Fully Connected Layer), 12|11

Linear Unit) Y42 S At HAE o 2, F=H
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(A& 2) loss prediction module architecture

2-3) Acquisition function

, Loss
Prediction

Backbone Concat.
VGG16 SSD

Total loss

Consistency
loss

fﬂfﬁﬁﬁ

(on\ FC7 Conv Conv Conv Conv
62 72 82 92

(33 3) Acquisition function

Liotar = Lcon(j}: y) +A- Lloss(zi l) (4)

017|M

= =3
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