Dual Supervision & O| &%t O|O|X| ZHH| Zt 2tH ==

mkkim1678@kw.ac.kr, jjkj1026@kw.ac.kr, heegook@finda.co.kr, dhim@kw.ac.kr

Relation Extraction between Image Objects using Dual
Supervision

Min-Kyu Kim?, Min-Soo Jang, Hee-Gook Jun?, Dong-Hyuk Im?
!Dept. of Artificial Intelligence Applications, Kwangwoon University
2Finda, Seoul, Korea
3School of Information Convergence, Kwangwoon University

(=] ok
HIC|R, 2|2, O|0|X|, HAE Fo| HYH OO|H= Oo[H &7t §lof HojH XHZtez
= UWEo oigh 2ol XNe2|7t 250 Y HO|E=z Hesh= 1g0| RSt #A FE Y2
2% W B 78 £4 £ HAE oF5H0, 282 FXRHLE HASICH XHAKXZ| 7|2l Dual
Supervision RE2 QI7t0| 20|23t HIO[Eet 7[H7} 0|2 HIOHE 7|EtezE 7|&E REELC}
HE 2|aA2 HAE oFect siE X0l M2 Z=-E O[0|X| XNz|oje M3t J|E WHE
Ot H2 2|25 O[830| O|0|X|of Ciot LHES FZHZ LIEtL= ZEE Hetsten, 4H
2 8% 28Xl O|0|X| AH A F=0| 7tsedS HSHACE
1L M2 SiChe 30| QUL oo £ ¢RojAl= Dual
HAS OO|EY CHYsE AtQl SOO|A 7HK| Q=  Supervision[4]2 Z=Rst0| QIZto| 20|23t T o|Efet
MEE X260, HAEY Ho|Eo =oMe Aze) A 2olE2% HIOHE &M AMEFEz=M 7|E
M Z7tstn QICHil HICQ, 2L, o|ojx|, #MAas WHEL H2 2jaiz Fotoh B4 FE2 7ts0t
S Ctest SEfo H|MY OolEs Atyotez g A dte LEES Mottt
of CHSt Eo| Ma|7t of#7| 2o, 0|2 MY flo] ok 2 AFOIM HeHete WEES O|0[X| M|
B2 H3tsl= np&o| =Wedich o|fst H e Ok E#&E # ALt O|O[X| LY A 7+o| &= %E
HAIHYD QEXSs 7|22 &880 Fugo, o o A 5 FxHQ FEE LiYst= A2 HARH
2 E&| HYY HolEUAM S8t M2 x=zxzsin HIE 2OMAM FT2s FH=2 AN oL, B2
23 4 QICH?, 3] &ol ot HIO|EHet AFEY ZlAA7t 2T ACHS].
EY BAH == Qe ZA U tto] 7F &M = 2Lt Dual Supervision ZEEZ A& =ZM 0|23t
IAE o=sto] BAS AxXHoz mBISl=H £ QTFAREE I FE5E 5 AL, ZuHLZ 0|0
s ostg siCh &bX|Qh g0l J|= pase f Ao Ojgh WEE FZHo=Z LIEHE = UAA =ACE
2to| st [|O|E{Qf AlTi2fo| ZZEl glAATl TQ 2 =20Me= XA OIOo[Ee| A F=Z0M At



8| Dual Supervision 22 O|0[X| HIO|E XZ|0f ol AFUME AT SS5E Glove[8]E AHESHY
= H8oto], HIEY O[O[X| HIO|E el Fx3t IFE E YHES TASCE Mt 2AE LEUHE=E

or =1
MBS 2AE Z Glove 0O SEEIX| @2 HAEE 00| &g
E HAE F S0/0{2 KBS0l YT FHe T
2. Hole =& % Mz
shct

i

ATOME Visual Genome HIO|HE =&3H A

SS TSI} O] GIOJE{AS Knowledge Base 2| O 3 2 MA Y stE
O] HolEA2=Z, AN, &9, 2A 3 Scene 1= O[O|X| Z4H EtX| DH2LE YOLO v5[9]2 AFRSH
o

75O A2B o[OjX|e| LIES Qo= Ct. Visual Genome 2| 24| H2E 2= ZHSE 9{A|
7|50[ RUCte]. Of SOIM O[OX| A X 2o x, y ot H2E =29l HH|, 0|2 I
AMEE CHOfE M eleh LI Mt siE 2 Ch. J2{Lt YOoLO 22 50| AM8ElE ZtEE H

rQ

Y ojn
Of

St
IQ
=20

U
Hel 2AE MASIH ddE ATt g #2o] THE x, yok H2E #A9] HH|, =0
Visual Genome 0l = & 7,699 72| Ciet A¥ SF =2 FHEE=2 7|E HOIHMO xgE HEHs|of ol
7t z=etelof flen, Ol JoM ZZo] ST 3+ O 7|& x &S HHIE HY £ 2 2 LFO HZ
£ 7122 o9l 80 Mol AH FRE FESHH & C =29 V2 FY ZEE Altretot AthE 7t2
o Eotot. TA O[0[X] & &9l 80 M ANZ = FTY zEE A= 0[0[X[Q HH[Z Lt+=3 YOLO x
el 71,204 7He| O[OIX|E MFSIRALt. 0|52 28, ZE7b ElCh y 3k Z2 L42= Aleh, HH
48 S HAE HO|HZ AMESHY| 23l 7:2:1 Hlg2 o =0l= 7IE HH|2t 0§ 44 &= O[O/X|e
= 2ot ACE LHH[et 0|2 L+0] g et HYUS 2tz
Visual Genome O| X|S3t= Scene 12{Z H|O|E = got 22E HOHE YHe= ot ZE -3 IHY
He o[Olx|el AN <zt ZAE LIEWD, O[A2  OlA, BXlE 2N o2 A 1) HAER Heto

Knowledge Base T+&0 Z&%ICt Scene 2= [HO] =, O]
oM 2ZR% HOHE MASHH E2E #+2(<4 2O
A1, 2A, 2K 2>)2 MK 2|SHCt =

Z} o[O|X|of|M HIR2HE AHES EAEE LISt
I 0|2 EZ 2|AE HENZE dislsICh dHislE 2|A
E |

0|2 Knowledge Base Of| A 5.*%% Dual Supervision
IHSICE QU= ZHY 2t Hstst DA E =

£ HIYSZ  pOS(Part Of Speech) E{ZDf
NER(Named Entity Recognition) EfZd 184S HAN 22
Hzo| BlAER MAMBICHT

W8 EE2E #+XROAM 2K 12 FO{(Subject) Z,
H 2 £ 2H0{(Object)2 MBI, O[S0 siESI=
EZ 2|2E Y9 QAHAE ME SO

EZ Z|2E0 Ui&3te oloX|el L&/ g(1D), A

Moztel A, AMSel ¥A, BlASS ZESHY e i

S50 AHEE 2T HIolHZYYS ddettt. (22 1) YOLO O|O|X| x| EfX| Z1t OfAl
Held ZE2 A Ho[HE Mg = A7 I

=0, AHMet 2AE LIEtW= HAE HO|HE e

ot= 1-g0| ERsttt. 0|F flof 8+ 22E A 4

E e HYgs sdotoh Lok A= YHE MY

= Sl TS Aojel 2oy BAE steE = U

O



)

YOLO V5
(Object Detecting)
N
)
Dual
[‘chair’, ‘table’] [—{ Supervision | — ‘next’
(Relatl_on
Label to Text Extaction) Predict Relationship
(O 2) 22 72X £Alg
4 ME 2 A3t
YN =2H, 4T H2ER UHZ O[O

Dual Supervision 2| 2% ZEZ O

Visual Genome 22 4 E %|F HO|HZ YL O
OjX| DRUQD)0l| met =H, 45, HAE HO[HZ
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Supervision 2&S St&otCH(Batch size: 64, Epoch: 30,
Learning Rate: 0.7, Learning Decay: 0.9).
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Genome(Image)
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