
1. 서론

추천 시스템은 사용자의 데이터를 분석하여 그에

맞는 상품이나 서비스를 추천하는 기술이다. 모든

사용자가 동일한 선호도를 가지고 있는 것이 아니므

로, 사용자의 선호도를 정확히 파악하는 것이 중요

하다. 이를 위해 사용자 데이터를 분석하여 추천을

제공하는 협업 필터링 알고리즘을 활용한다. 하지만

[1]상품의 종류와 고객 수가 많아짐에 따라 사용자

선호도 정확도가 떨어지는 문제점이 있다. 이 문제

를 해결하기 위해 제안된 방법은 모델 기반 협업 필

터링이며, 이는 고객과 사용자의 정보를 직접적으로

추천하지 않고 모델을 학습시키는데 활용된다.

이에 논문은 추천시스템에서 자주 사용되는 협업

필터링 기반 SVD 모델을 학습 전에 하이퍼파라미

터를 조절하여 모델에 추정 정확도 값인 RMSE를

측정한다. 본 논문의 구성은 다음과 같다. 2장에서는

SVD모델과 RMSE를 알아보고 3장에서는 Python의

Surprise 패키지를 활용한 SVD 모델을 학습 전에

하이퍼파라미터를 조절하여 모델에 RMSE를 측정한

다. 마지막 4장에서는 본 연구 결과의 결론을 정리

하고 향후 연구 과제를 제시한다.

2. 관련연구

본 장에서는 SVD 모델과 RMSE에 대한 연구를

살펴본다.

2.1. SVD 모델 (Singular Value Decomposition)

SVD 모델은 협업 필터링 기반 모델이다. 사용자,

평점, 아이템 매트릭스를 생성하여 각각 요소들을

특징을 추출한다.

<그림 1> SVD 모델 수식

<그림 1>은 원본 데이터 행렬 A는 사용자 특성 행

렬 U, 대각 행렬 Σ, 그리고 항목 특성 행렬 V^T의

곱으로 분해된다. 대각 행렬 Σ는 특잇값을 포함하

며, 이는 데이터의 중요성이나 분산을 나타낸다. 이

러한 축소된 데이터를 활용하여 사용자가 평가하지

않은 아이템에 예측값을 계산하고, 순서대로 아이템

을 추천한다.

2.2. RMSE (Root Mean Squared Error)

RMSE는 예측 모델의 정확도를 얼마나 잘 예측할

수 있는지 추정하는 값이다.
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요 약
추천 시스템은 사용자의 선호도를 정확히 파악하는 것이 중요하다. 이를 위해 사용자 데이터를 분석하
여 추천을 제공하는 협업 필터링 알고리즘을 활용한다. 하지만 상품의 종류와 고객 수가 많아짐에 따라
사용자 선호도 정확도가 떨어지는 문제점이 있다. 이 문제를 해결하기 위해 제안된 방법은 모델 기반
협업 필터링이며, 이는 고객과 사용자의 정보를 직접적으로 추천하는 대신 모델을 학습시키는데 활용된
다. 이에 논문은 추천시스템에서 자주 사용되는 모델 협업 필터링 기반 SVD 모델을 학습 전에 하이퍼
파라미터를 조절하여 모델에 추정 정확도 값인 RMSE를 측정한다.



<그림 2> RMSE 수식

실제 사용자의 평점과 시스템의 예측값의 차이를 제

곱한 뒤 평균을 구하고 루트를 씌운다. 오차에 대해

서 제곱함으로써 1 미만의 오차는 작아지고 그 이상

의 오차는 커지는 특징이 있다.

3. 성능 평가

본 장에서는 협업 필터링 기반 SVD 모델의 하이

퍼파라미터을 조절하여 RMSE를 비교한다.

실험은 GroupLens에서 제공하는 MovieLens 데이

터의 Small Version으로 600명의 사용자와 9,000개

의 영화정보를 활용하였다. [2]학습용 데이터로는 전

체 데이터의 75%를 사용하여 Surprise 패키지의

SVD 모델이 학습하고 나머지 데이터 25%를 활용

하여 RMSE 측정한다.

< 표 1 > SVD 하이퍼파라미터

파라미터명 비고

n_factors 잠재요인 k의 개수

n_epochs
SGD 수행 시 반복 횟수

(Stochastic Gradient Descent)

[3]Surprise에서 제공하는 하이퍼파라미터는

<표 1>과 같다.

<그림 3> 잠재 요인 k의 개수 변화 시 RMSE

잠재요인 수를 결정하는 n_factors는 사용자, 아이

템, 평점에 영향을 주는 숨겨진 변수를 의미한다.

<그림 3>은 잠재요인 k의 수가 50일 때 0.7633으로

최소가 되고 값이 증가할수록 RMSE의 증가를 나타

낸다.

<그림 4> SGD 반복 수행 횟수 변화 시 RMSE

SGD 수행 시 반복 횟수를 결정하는 n_epochs는

전체 데이터 세트의 학습 횟수를 결정한다. <그림

4>는 반복횟수가 20일 때 0.7689로 최소가 되고 이

후에 RMSE의 증가를 나타낸다.

4. 결론 및 향후 연구과제

본 논문은 추천시스템에서 자주 사용되는 모델 협

업 필터링 기반 SVD 모델을 학습 전에 하이퍼파라

미터를 조절하여 RMSE를 측정한다. 잠재요인의 k

의 수는 50, SGD 수행 반복 횟수의 값은 20 이후에

는 학습 데이터의 과적합으로 학습모델의 RMSE가

증가하였다.

향후 모델 성능 개선을 위해서 모델 예측 효율과

정확도를 극대화할 수 있는 모델에 관한 연구가 필

요하다.
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