
1. 서론

최근, 인공지능의 성능이 고도화됨에 따라, 다양

한 형태의 연구가 진행되고 있다. 그중에서도, 센서

데이터를 이용한 연구가 활발히 진행되고 있으며,

사람, 반려동물, 스마트팩토리 등 다양한 분야에서

접목되고 있다[1-3].

통계청에 따르면 최근 5년간 65세 이상 1인 가구

의 수가 36% 증가하였고 가구의 비율 또한 7.2%에

서 9.1%로 소폭 증가하였다. 65세 이상 1인 가구가

늘어남에 따라 발생할 수 있는 여러 사고와 문제를

미리 예방하기 위한 중요성이 커지고 있다. 융합 센

서를 이용해 사용자의 위급한 상황을 알리는 시스템

에 관한 연구, 독거노인의 건강 상태를 확인하는 모

니터링 시스템에 관한 연구, 인공지능 기반 노인 돌

봄 서비스 등 노인을 대상으로 한 연구가 다방면으

로 이루어지고 있다[4-6].

이에 본 논문에서는 노인을 대상으로 수집된 가

속도 센서 데이터를 이용해 노인 활동 인식 시스템

을 제안한다. 2장에서는 센서를 통해 사람의 행동과

관련된 정보를 수집하고 인식하는 기술과 데이터로

부터 특징을 추출하고 시계열적 특성을 반영하기 위

한 CNN-LSTM 기술을 소개한다. 3장에서는

CNN-LSTM 기반 노인 활동 인식 시스템을 설명하

고 4장에서는 제안하는 연구에 대한 실험을 진행하

고 성능을 평가하고자 한다.

2. 관련 연구

2.1 HAR(Human Activity Recognition)

HAR 기술은 여러 센서를 이용하여 사람의 움직

임과 관련된 정보를 수집하고 해석해 행동을 인식하

는 기술이다[7].

HAR 기술은 사용되는 데이터에 따라 크게 영상

기반의 행동 인식 기술과 온바디 센서 기반의 행동

인식 기술로 나뉜다. 영상 기반의 행동 인식 기술은

카메라로부터 데이터를 수집하고 분석하여 사람의

행동을 인식한다. 반면 온반디 센서 기반의 행동 인

식 기술은 사람에게 부착된 자이로스코프

(Gyroscope) 센서, 가속도(Accelerometer) 센서 등

여러 센서를 이용하여 데이터를 수집하고 분석하여

사람의 행동을 인식한다.

수집된 데이터 특징상 순서가 정해져 있는 시계

열 데이터이며 최근에는 CNN과 LSTM을 동시에
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요 약
최근, 65세 이상의 1인 가구가 급증함에 따라 노인을 대상으로 한 다양한 연구 및 서비스가 활발히
이루어지고 있다. 이에 본 논문에서는 시계열 센서 데이터를 이용하여 CNN-LSTM 기반의 노인 활
동 인식 시스템을 제안한다. 수집된 데이터는 3축 가속도 센서가 내장된 2개의 디바이스를 등과 허
벅지에 부착하였다. 수집 주기는 50hz로 진행되었으며, 각 행동은 2초를 기준으로 산정하였다. 학습
데이터의 입력값으로 사용하기 위해, 슬라이딩 윈도우를 50%로 적용하여 시퀀스를 구성하였다. 모델
은 특징을 반영하기 위한 CNN(Convolutional Neural Networks)과 시계열적 특성을 반영하기 위한
LSTM(Long-Short Term Memory)을 하이브리드한 1차원 형태의 CNN-LSTM 모델을 사용한다. 행
동은 4가지로 분류하였으며, 97%의 정확도를 나타내고 있다.



사용하는 CNN-LSTM 사용하여 행동을 인식하거나,

다른 2가지 특징을 이용하는 Transfomer를 사용하

여 인식하는 추세이다.

2.2 CNN-LSTM

CNN-LSTM 기술은 CNN과 LSTM이 결합된 구

조로 시계열 데이터를 가지고 학습 시 CNN이 시계

열 데이터의 특징을 고려하지 못하는 단점을 보완하

기 위해 시계열 데이터 학습 시 강점을 보이는

LSTM을 결합하였다[8].

CNN-LSTM 기술은 학습 데이터를 CNN의 입력

값으로 넣어 특징을 추출하고, 추출된 특징값을

LSTM의 입력 값으로 넣는 방식으로 동작한다.

전력 예측, 코로나19 확진자 수 예측 등 주로 시

계열 예측에 많이 사용되는 기술이다.

3. CNN-LSTM 기반 노인 활동 인식 시스템

CNN-LSTM 기반 노인 활동 인식 시스템의 전체

구성도는 (그림 1)과 같다. 수집된 데이터 셋을 정규

화 및 시퀀스 구성의 전처리를 진행하여, 학습 데이

터의 입력값으로 사용한다. 이후 CNN-LSTM 기반

의 활동 인식을 진행한다.

3.1. 데이터셋

데이터셋은 Kaggle에서 제공하는 센서 데이터 기

반의 활동 인식 데이터 중, HAR+70 데이터셋을 사

용한다[9]. 3축 가속도 센서가 내장된 디바이스를 2

개 사용하였으며, 각각 허리와 허벅지에 부착하였다.

데이터 수집 주기는 50hz이며, 데이터의 구조는 아

래 <표 1>과 같다.

3.2. 데이터 전처리

본 논문에서는 하나의 행동에 대한 정의를 2초간

연속적인 형태로 정의한다. 데이터의 Time stamp를

기준으로 100개 단위로 나누었을 때, 2초 이상 차이

가 나는 행들을 삭제한다. 이후, 1차적으로 구축된

100개 길이의 시퀀스의 Label이 다른 경우를 필터링

한다. 마지막으로, 클래스의 개수가 부족한 Label을

제거한 후, Z-Score 정규화 과정을 진행한다. 이를

바탕으로, 학습 데이터의 입력값으로 사용하기 위해

각 변수마다 시퀀스 형태로 구축한다.

3.3. CNN-LSTM 모델 학습

2개의 디바이스의 부착 위치가 다른점을 고려하

여, 6개의 변수를 한번에 CNN Layer에 입력값으로

사용하지 않고, 3축 가속도마다 Convolution을 진행
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<표 1> 데이터셋 구조

(그림 1) CNN-LSTM 기반 노인 활동 인식 시스템 오버뷰



한다. 이후, 모델의 과적합 방지를 위해 CNN Layer

이후 Dropout Layer를 사용한다. 이때, Dropout 수

치는 0.25로 진행하였다.

패턴 분석을 위한 Layer는 LSTM을 사용한다.

활성화 함수는 CNN에서는 elu, LSTM에서는 tanh

를 사용한다. Concat Layer를 통해 Layer들을 더하

고, Softmax 활성화 함수를 통해 다중 분류를 진행

한다. 모델의 성능 평가에 사용되는 지표는

Accuracy, Precision, Recall, F1-Score를 이용하며,

Confusion Matrix를 통해 실제값과 예측값을 비교

한다.

4. 실험

4.1 실험 환경

본 논문에서 제안한 시스템 구성을 위해 학습에

사용된 환경은 아래 <표 2>와 같다.

4.2 데이터 셋

학습에 사용된 데이터 셋은 각 변수별로 100개의

길이를 가진 시퀀스 형태로 구성된다. 학습과 테스

트 데이터를 7:3 비율로 나누었고, 각 분포는 아래

<표 3>과 같다.

4.3 실험 결과

딥러닝 모델은 CNN-LSTM 하이브리드 모델을

사용하였으며, Epoch는 100회, Learning rate는

0.005, batch size는 16을 사용하였다.

분류하기 위한 행동은 총 4가지(걷다, 서다, 앉다,

눕다) 이며, 성능 지표를 이용한 활동 인식 모델의

결과는 <표 4>와 같다. 결과는 대체적으로 모든 행

동에 대해 높은 인식률을 나타내고 있다.

학습 모델의 각 Epoch에 대한 loss와 accuracy

그래프는 (그림 2)와 같으며, 실제값과 예측값에 대

한 Confusion Matrix는 (그림 3)과 같다.

(그림 2) 모델의 학습 Loss/Accuracy 그래프

행동 Label
데이터

개수
비율

학습

데이터

테스트

데이터
걷다

(Walking)
0 16,165 50%

22,550 9,665

서다

(Standing)
1 4,995 16%

앉다

(Sitting)
2 7,513 23%

눕다

(Lyding)
3 3,542 11%

Total 32,215 100% 70% 30%

<표 3> 학습/테스트 데이터 분포

종류 구성
CPU AMD RYZEN9 5900X
RAM 64GB
GPU RTX 3080
Python 3.9.6
Tensorflow 2.10.0

<표 2> 딥러닝 서버 하드웨어 스펙

(그림 3) 각 행동별 실제/예측 값

Confusion Matrix

Activity Precision Recall F1-Score
걷다

(Walking)
98% 98% 98%

앉다

(Sitting)
94% 94% 94%

서다

(Standing)
97% 98% 97%

눕다

(Lyding)
95% 93% 94%

Accuracy 97%

<표 4> 활동 인식 모델의 성능 지표 결과



5. 결론

본 논문에서는 Kaggle의 HAR+70 데이터를 이용

해 CNN-LSTM 모델 기반 노인 활동 인식 시스템

을 제안하였다. 데이터는 가속도 센서가 내장된 2개

의 디바이스로 수집되었으며, 수집 주기는 50hz, 각

행동은 2초로 산정하였다. 학습의 입력값으로 사용

하기 위해 Z-Score 정규화와 슬라이딩 윈도우를 적

용해 시퀀스 형태로 만드는 작업을 진행하였다. 이

후, 1차원 형태의 CNN-LSTM 하이브리드 모델을

사용해 행동 분류를 진행하였다. 정확도는 97%를

나타내었으며, 전반적으로 모든 행동에 대해 높은

정확도를 나타냈다.

향후, 인식한 행동들을 기반으로 더 많은 분류군

의 행동들을 인식하고자 하며, 이를 기반으로 노인

들의 모니터링 시스템이나 이상행동 탐지까지 확장

하고자 한다.
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