A AlM HolHE o] &3
A4 A2

g

CERE R

tjsalsdl2952@naver.com, nammee.moon@gmail.com

Senior Activity Recognition System using
Time-series sensor data based on CNN-LSTM

Sunmin Lee, Nammee Moon
Dept. of Convergence Engineering, Hoseo Graduate School of Venture,
Hoseo University

[e} ok
R =
Z 2, 654 ol Aol 19 7 t7E FE5E e wel =918 e ® 3 tyd A7 P Mu Ay Zuks
o]Folz|al Ut} olo] B =FoAME= AALG AA dHolHE o] &34 CNN-LSTM 7]uke] ol &
T A4 AlzEs Adsth FRE dHolEE 3% SR AAZE AR 2709 dute]l g F3 3
Ho] Rzstgdt. 3 F71E 50hzE APHAoen, 7 P55 225 v|FoR AP Sy
dole o JE oz ALEst7] &, Edlold YEE 50%=E HE3te] AldAE FASAL Bl
& 545 wgdsty] 9% CNN(Convolutional Neural Networks)® AlAI94 524& wkadslr] 9)g
LSTM(Long-Short Term Memory)S 3&to] 2 2]=3%F 139 dele] CNN-LSTM 2d& A3t} 8
T AR BFEGoen 97%9 ASES Yehga
1. A8 3k CNN-LSTM 7]&& A4A7st.  33odAE=
H, AFA T Aol nxkstgo uw, o CNN-LSTM 7|8k =91 &5 Q12 AlxdlS Ads)
g FHY AgE AAHL T ATl R, AA I 4o A= AgtekE ATtel dig AES st
HolHE o] &3 A7t &s asEa glon, 1 Aes WrbstaAl g
Abe, B s E, AnfERER T Thge Eofol A
HEH 3 Jqr[1-3]. 2. o AT
A w=w H 537 654 o] 191 7 2.1 HAR(Human Activity Recognition)
o] 7t 36% F7Fstlar 7hate] vl& HE 7.2%¢°| HAR 712 o AIAE o] &3t Algre] &3
A 91%= 2% S7hsklth 664 o) 191 Zh7b o ddd JRE RS s Fes A4t
sojdel wet B F e o Aot wAlE = 7l ol tHTl.
nlg] dutetr] g Fedol AXI drk &3 Al HAR 7|2 AH&5 = dolgd wel A G4
Mg ol &l AFEALY] flus FES g AlaH 7|gke] s Q1A 7lE@ Zufr] AlA 7nke]
of ek AT, 5AXRNY 1A FEE IRle= B A2 =2 vdn 9 7Nk dE Q1A TlEe
HEE Al2="o] #g A, dFA s 7|8 =29 = Zh et 256 delHE S5t A ste] Abge
T AH2 5 S dides 3 AU e FES o3t} vk 2wkt AlA 7]dke] E <l
2 o]Folx a1 TtH4-6] 2 TlEe AbelA FEE AolEamE
ol B =HoAME w98 o=z FH= 7} (Gyroscope) AlA, 7} = (Accelerometer) AlA 5
E% AA deolHE ol & =l &F <12 Al el AAE o]&ste] HeolHE T A3t
< Ats 2F oAM= AAE F3l Ao AE2 Abgrel dss Q1A g,
#AdE ARE FHS Q1A s = Ve HolH=E FHE deol"d 5AN A7 AAA A= A
FH SAS FE5t AAEd EAS sk 9 d dolHoly FHToe CNN¥ LSTMS FA]9



{ Dataset | / { CNN-LSTM Model Learning |} \

Conv Layer Conv Layer LSTM Layer Dense Layer
adlh | d h“ Input Layer Activation = ELU Activation = ELU Dropout Activation = Tanh Concat Layer Activation = Softmax
k4= MM CIHIO|A-1(Back X,Y,Z) - - —_—
Ah Classification
L L‘L 3-axis ||
Jh&E M ClOIA-2(Thigh X Y2) acceleration —_— —_— —_— —_— —_— paluly
- 3 g Back
[ Preprocessing | ] |
/ B 97N M
# Input Shape Output Shape Output Shape Output Shape Output Shape — i
100x3 98X 16 96x 8 96x8 7 — —
L - STt
. ] | [
5 Score Normalisati 3-axis st
core Normalization acceleration —_— —_ — — —
Thigh — — —
dngindex Output Shape  Output Shape
Device 1 ~ | SRR A 14 4
- S S I S T
Device2 - e Input Shape Output Shape Output Shape Output Shape Output Shape

N 100x 3 98x 16 96x 8 96x8 7
g Create Sequence 4

(¥ 1) CNN-LSTM 7]4t =91 &% <12 Al~d oulH

AH&-8H= CNN-LSTM AR&3te] %8 4874, <E D> HelHA 72
tE 27HA 54<S o838k Transfomers AFE-3t Time | back | back | back | thigh | thigh | thigh [
- al
04 ‘lé‘ }‘_: _7;/1]0]1:].. stamp X _y Z X _y Z
2021-
03-24 | -0999 | -0.063 | 01406 | -0980 | 0112 | -0048 |
2.2 CNN-LSTM 14:42:0 | 023 476 25 469 061 096
CNN-LSTM 7]4¢ CNN# LSTMo| AdH + S0
Z=2 ANAYE HolHE 7IA A 85 Al CNNo| AlA 03-24 | -0980 | -0079 | 01406 | -0961 | -0121 | -0051 |
o Eﬂ o] Ei-‘ﬂ _E_;g% ILE% 3}_7(] i ]_‘_1:‘ ];]_;g% 153_%3]' 1;1;15290 225 346 25 182 582 758
71 98l AAE dely gF Al AEES Hole 2021-
LSTM% ﬁ—a—]_g]_oj q_[S] 03-24 -0.950 | -0.076 | 0.1406 | -0.949 | -0.080 | -0.067 6
. 1442:0 | 195 416 % 463 566 139
CNN-LSTM 7]%-& sty HlolE S CNNY o4& 3.880
oz Yo EAS FEII, FEH EAFS 2021
B ) 03-24 | -0954 | -0.059 | 01408 | -0957 | -0046 | 0050 |
LSTMe| 19 ez Y= Waos 23 14420 | 834 082 81 52 143 781
A8y dF Z2Y19 XA 7 dF T T2 A 3.900

AL dSel ol AHEH= 7ol

3. CNN-LSTM 7l ol #E o4 AlAH - .
4 S =
ONN-LSTM 714 9] 25 914 Alzsgle) gg oo o 8% Bl wele 2l Time stamps
= o — o - _
FAEE (29 D3 2ol F48 doly Mg Ay v W00h A *T%E o, 25 ol el

1007] Aole] Al 29] Labelo] tf
goh, mpxutom Feae) AFErp B
AAG F, Z-Score Atst AL AP o=
vt o g ok dolH e YgEgtoR ARgatr] 91
Zh ettt AlgE s FJEE L EHE

rlm
o
o
[nt
&,
Ay

o
st 2 A EE FAY AAEE A@ste], g5 o
2 ARggtt} o] CNN-LSTM 7]t

1. ool &M
dlo] Bl A& Kaggledl Al Al &3t 44 dlolg 7]
uke] &% 912 dlo]E F HAR+70 dlolH AL A
39l 3% JMEE AA7E WAE dutolaE 2
° %

3.3. CNN-LSTM =% s}

o

A estgon, 22 sesh suAe] A 209] Tl o) B3 fA7 Bhed e nels
delEl #1 F/1E Sohzelw, delelel pxi of o0 NS WTE Wl CNN Lavero] s
2t ’ AFEEHA] ¢k a1, 3% 7hEXwlth Convolutions %1

P <xz 1>



gt o], wdo] A WA E 9lal CNN Layer
°] % Dropout Layer® AF&3tt}. o]w]l, Dropout =
A& 0252 3Fskdet

H8 BAS 9% Layer= LSTME AR&3ht).
243 4= CNNolA &= elu, LSTMelA &= tanh
= Alg3%t} Concat Layers %3] Layers<S 03}
i, Softmax &4 3} & T s EHE Y
gk mde] Ae  Hrtel AMgEHeE AxE
Accuracy, Precision, Recall, F1-ScoreS o]&3}H,
Confusion Matrix& &3l AAgI oFghs vl

gt

Activity Precision Recall F1-Score
ﬁ
D.} 98% 98% 98%
(Walking)
%
o MU% 9% %
(Sitting)
RE!
. 97% 98% 97%
(Standing)
Wk
) 9%5% 93% 9%
(Lyding)
Accuracy 97%

4 M
41 Mg 22
WA AAE Az" PHS 98 Sl
AHEE B2 ofd <3 2>9F #Zo
<E 2> Fel Avl sEgle) 29
5 74
CPU AMD RYZEN9 5900X
RAM 64GB
GPU RTX 3080
Python 396
Tensorflow 2.10.0

4.2 dlolef Al

g5l AMEE dolH Al 7 W
dolg 7k A~ gHE FAHET
E dHelHE 73 HE&2 Wi, &
<# 3>¥ 2t}

<E 3> St5/HZAE ©lolE BX

2 10071 ¢

o H 2

= o

. R
Slm

S )Y

ML

oo S H2E
4% | Label | LE] & K ]
A ol g R
At
_ 0 16165 | 50%
(Walking)
S
(StaE : 1 4995 16%
oLE]_ng 22,550 9,665
» 2 7513 2%
(Sitting)
=
b ,} 3 3542 11%
(Lyding)
Total 32,215 100% 70% 30%
43 A™ Zdaof
Hdeid E2de CNN-LSTM 3lejEdg= 24

ol

A}838t99 o™, Epoch: 1003)], Learning rate
0.005, batch sizex= 16= A}&3F

e =Hleol ZF Epochol wW3dt loss®t accuracy
g EE (29 2)9F Zow, AA|zky d=zkel o
3} Confusion Matrixs= (19 3)3} -t}

Model loss Model accurac: y

0 20 0 60 80 100 [ 20 40 60 80 100

(29 2) 299 8¢ Loss/Accuracy L& =

Confusion Matrix

Actual

|
0 1 2 3
Predicted

(24 3) 4 g5 AA/A5 g

Confusion Matrix



ol A& Kaggle?] HAR+70 HolHE o]-&
NN-LSTM =9 7|9 ¢ g% <14 Al~d
Ak deole = 7R AAZE WgR 270
22 FHHNeH, =38 F7]= S0hz, 7t

s dheel gEges As

j=13Ke] =]
e
o

=
=
lE 7jRke 2 gl

3}

O
o
rO
>
ro, et
offt
i
o
)
lI.
(2
O
HU
i)

P Y|
[1] Serpush F, Menhaj M.B, Masoumi B, Karasfi
B, “Wearable

recognition in the smart healthcare system”,

sensor-based human activity
Computational intelligence and neuroscience, Vol
2022, 2022.02

[2] Hyungju Kim,
“TN-GAN-Based Pet Behavior Prediction through
Multiple-Dimension Time-Series Augmentation”,
Sensors, Vol. 23, No. 8, 4157, 2023.01

[3] Muruganandam S, Salameh A.A, Pozin M.A.
A, Manikanthan S.V, Padmapriva T, “Sensors and

Nammee Moon,

machine learning and Al operation—constrained
process control method for sensor-aided industrial
internet  of things and smart factories”,
Measurement: Sensors, Vol.25, 2023.02

[4] DA-Hyeon Kim, Jun-Ho Ahn, "Abnormal
Situation Detection Algorithm via Sensors Fusion
from One Person Households ”, Journal of The
Korea Society of Computer and Information, Vol
27, No.4, pp. 111-118, 2022.04

[5] Young Yoon, Hyunmin Kim, Siwoo Lee, Safa
Siavash Pouri, “Development and Operation of
Remote Lone-Senior Monitoring System Based on
Heterogeneous IoT Sensors and Deep Learning’,
Journal of The Korea Convergence Society, Vol

13, No. 1, pp. 387-398, 2022

[6] Yong-Seol Lee, SeungKeun Song, Hun Choi,
“Al-based Senior Care Service Development Case
Analysis and Prospects”, Vol. 23, No.2, pp.
647-656, 2023.02

[7] Yang Li, Guanci Yang, Zhidong Su, Shaobo
Li, Yang Wang, “Human activity recognition
sensor  data”,
Information Fusion, Vol. 91, pp. 47-63, 2023.03

[8] Haiyang Zhou, Yixin Zhao, Yanzhong Liu,

based on multienvironment

Sichao Lu, Xiang An, Qiang Liu, “Multi-Sensor
Data Fusion and CNN-LSTM Model for Human
Activity Recognition System”, Sensors, Vol. 23,
Issue. 10, 4750, 2023.05

[9] Aleksej L, Kerstin B, Atle K, Hilde B.B, Paul
JM, “HARTH: A Human Activity Recognition
Dataset for Machine Learning”, Sensors, Vol. 21,

Issue. 23, pp. 24-31, 7853, 2021.11



