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A Technique for Automating Income Statement
Using Natural Language Processing and Machine Learning
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dlE] AA wA Fom Vg Fuow AYF A
- WztEs gAd dew AR
AlFA el g Aele] el B wAe] Aa,
Ak ol 9131 ERP A28 A WAl Lo
— AA" Ao G A7t E3e ol F
. A A5TE 1E olal A AEEe] elnv}
- fasie, wde] Feo otdTge F
e (1 29 3070 o[58l 45 A
ERE] AFgEa Qs AR o ARE doel fle
/A Z1ere] Adelmi olZe] o

AT g mele] HAel Wi Fea BAYE
ST g8l <E B3 o] HFAR Flo] we
oz BA7E AZE WE WS T 2o
o ¥R A%ES 2o BT, Ao
2 @o] A}g5E Mecab WhH] A=Y £ Zwo|
A A EEstA] FowA E&o] AR Ao &0l
g Kiwi & AFEET. B8] AMHE FujL E4S
Zd UHx AnE ngez ZX Qlad to] H
HAey 5 wdel AAS dF &8st EFe
Agle FEES A drt.

<E 3> FHAEA 7] mE Zfolue (AFhEe: 1)

Morphs 1 year 3 years

Analyzer | Accuracy | Time | Accuracy | Time

Kiwi 0.9255 4.77 0.9376 24.93
Meacb 0.9294 4.21 0.9387 23.60
Okt 0.9285 5.42 0.9395 26.07
Kkma 0.9297 14.18 0.9395 44 .38

Komoran 0.9142 4.30 0.9207 24.54

Hannanum 0.8105 7.67 0.8345 47.62
33 o|& 2fdlel Mol 3l &

-8 A BdS F3f d5staat sk ghdol
e}, B AFoE 2o BF AHIEE Fo
71 f&l (g 4)eF 2ol FAE, #AE v AA
o® 99 TVlEs BYtt. FAE HE AP
1ol AAE Tl FAet=H Bag £ H
£ AAoln #El 8 HE AL dik, A4 o #
g5 3l TAIES AlEste Aew olajd & Ut

34 27 ZEo MF
AL g AFS 557 S EEe AXE
#E] Al (Support Vector Machine)S AAstgltt.
d~Ezg E(Extra Tree) ¢ 4%t 2fo]lE HSG
o MxE ¥E a9
#e g vE AFS

(Neural  Network)<=-

T AEgETE 7HE =9kt
o S3et7] fa AW =g
Apgetien  zF WE s
(Vectorization)e] &3S wWtdslaal x4l g
3} ¥l Word2vec, TF-IDF (Term-Frequency
-Inverse Document Frequency)E& EF 98 o=

239 th. Word2vec & ¢ o] 9j7]¥tje} &

Count ,

S 53 ) 2d[7]1S 283 om, Word2vec 9
A% s oE A% @I FAE FFZdA "9rE
TR AT ol AgEE A7l @71 719 (Long

Short-Term Memory) 295 Al-&3it}.
A v &AGo]l BElE nEAAH] g9 o

—

g ol AZE WE s 53 29 @te,
9 og 5% FAE shestths FudA ARy
F 28 (Decision-Tree)d == S 24T mdo
Y go=m A F&eitt. ol sk xSt
W (¥ 59 2.
LST™M
Kiwi (128)
- Word2vec -
Dense
o Count (128)
-> Vectorization nd
Text Soft
Kiwi I?%g‘; max
TF-IDF FC i
Con-cat| =9 = | Decision
- Vectorization > on-ca Network| -

Dense
(128)
SVM -

Dense
(128)
|Price| = |Dec15\0n*Tree -

(29 5) SAE AA 7 Model 3%
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B oogto] A3L (oogle Colaboratory AH|AZ
%3] Intel(R) Xeon(R) CPU @ 2.20GHz, RAM 12GB &
ARESte] g, 7 REle A o] V|Eo=m
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<H 4> AXE H
Al AR H FES U
?1 Qb Gl
2 343 Aol

<E 4> e £33 WY ol wE Accuracy
(o]

A ¥3 H Accuracy
1499t 0.9438
2 = 7HA 0.9806
3 =17HA 0.9908
4] AA T 3HAZE =2 G52 ods = 1
| Al 2ol 99% ool FA Mg AAA dg
Aol xstE S st 4= i},
43 2|2 H|2 AlF™(Level 2)2| o0& Z 1}
<E>E B 2d ¥ %3t g E d= A S

<g 5> 2d H #gg 3A AlA o= Accuracy
Model Accuracy
SWM (Level 2) 0.7692
CNN (Level 2) 0.7420
M (L 11
SWM (Level 1) 0.7954
+ LSTM, CNN (Level 2)
M (L 11
SWM (Level 1) 08033
+ LSTM (Level 2)

<3t 6> Parameter Configuration

Parameter name Size
Num of Classes 111
Embedding dim 100
Sequence Length 30
Hidden dim 128
Learning Rate 0.001
Batch Size 32
Num of Epochs 10
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