
1. 서론

1952년 세계 최초의 컴파일러가 개발되고, GCC

와 LLVM 등 많은 컴파일러 기술이 개발되었다. 컴

파일러는 그 목적에 따라 어휘 분석, 구문 분석, 의

미 분석, 중간 코드 생성, 코드 최적화, 타겟 코드

생성의 단계로 구성된다. [1] 그 중 코드 최적화 단

계는 실행되는 코드를 최적화하는 단계로 그 예로

핍홀 최적화, 지역 최적화 등의 기법들이 있다. [5]

이렇듯 컴파일러 최적화 기법은 사용자가 작성한 코

드의 효율성을 높여 실행 시간, 메모리 사용량, 에너

지 소모 등을 줄이기 위한 목표로 컴파일러 개발 단

계에 포함되어진다. 실제로 컴파일러와 관련해 많은

최적화 기법이 개발되었으며 GCC의 경우 200가지,

LLVM의 경우 100가지 이상의 최적화 기법이 존재

한다고 한다. [4] 그렇지만 몇 가지 연구에 의하면

이러한 최적화 기법들 중 일부는 최적화를 통과한

후 사용자가 의도하지 않은 코드가 생성되어 프로그

램의 보안성을 낮추기도 한다. [2][3] 이에 본 논문

은 관련된 연구 내용을 살펴보고 정리하고자 한다.
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2. 컴파일러

컴파일러는 사용자가 작성한 소스 코드로부터 타

겟 머신에서 동작하는 코드로 변환하기 위해 사용되

는 프로그램이다. 이러한 컴파일러는 그림1과 같이

각 단계별로 특정 기능을 수행하는 모듈들로 구성되

어져있다. [1]

(그림1) 컴파일러 단계

각 모듈이 수행하는 기능은 다음과 같다. Lexical

analysis은 사용자가 입력한 소스 코드를 토큰으로

분류하는 단계이다. Syntax analysis은 전 단계로부
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요 약
컴파일러는 사용자가 작성한 소스 코드로부터 타겟 머신에서 동작하는 코드로 변환하기 위해 사용
되는 프로그램으로 컴파일러의 구현은 몇 가지 단계로 구성된다. 그 단계 중 하나에 속하는 최적화
단계는 사용자에 의해 작성된 코드를 실행 시간, 메모리 사용량, 에너지 소모 등을 줄이기 위해 코드
를 효율적으로 사용하고자 적용되는 단계이다. 그렇지만 이러한 컴파일러 최적화 기법은 사용자가
의도하지 않은 결과를 만들어 프로그램의 보안성을 낮추기도 한다. 이에 본 논문에서는 관련 연구
내용을 살펴보고 정리하고자 한다.



터의 토큰 스트림으로부터 파스 트리를 생성하는 단

계이다. Semantic analysis은 타입 검사 등을 수행

하는 단계로 컴파일러 구현 목적에 따라 생략되기도

한다. Intermediate code generation은 전 단계로부

터의 파스 트리로 부터 목적 코드를 생성하기 전에

중간 코드를 생성하는 단계이다. Code optimization

은 코드에 대해 최적화를 수행하는 단계이다.

Target code generation은 최적화를 거친 이후 머신

코드를 생성하는 단계이다.

3. 컴파일러 최적화 기법

컴파일러 최적화 기법에는 여러 기법이 있지만 4

와 관련해 3.1, 3.2, 3.3, 3.4의 최적화 기법에 대해

살펴본다.

3.1 공통 하위 표현식 제거

명령어의 공통된 부분이 여러 번 나타났을 때 공

통된 부분의 연산을 한 번만 수행하고 그 결과를 활

용하는 기법이다.

3.2 강도 감소

기존 명령어의 연산 수행에 필요한 클럭 수보다

작은 명령어의 연산 수행으로 대체될 수 있다면 대

체하는 기법이다.

3.3 Dead Store Elimination

변수가 할당된 후 다음 명령문들에서 해당 변수가

읽혀지지 않는다면 해당 변수를 인자로 받거나 관련

된 연산을 수행하지 않는 기법이다.

3.4 Function Call Inlining

어떤 함수 A(Callee)와 이에 대한 Caller 함수가

있을 때 Callee에 대한 스택 프레임을 Caller 함수의

스택 프레임에 둠으로써 Callee 함수의 프롤로그와

에필로그 실행을 하지 않도록 하는 기법이다. 이에

대해 Callee 함수가 안전하고, Caller 함수의 스택

프레임이 불안전하다고 가정할 때 Callee의 스택 프

레임이 Caller 함수의 스택 프레임에 존재하게 된다

는 점이 있다. [2]

(표1) 컴파일러 최적화 예제

4. Compiler-Introduced Security Bug

compiler-introduced security bug, CISB는 컴파일

러 최적화에 의해 만들어진 코드가 의미적으로는 작

성한 소스 코드의 의도대로 만들어지나 보안과 관련

된 행동을 하는 코드에서는 그렇지 않은 버그를 말

한다. [2]

CISB의 예로 Dead Store Elimination, DSE이 있

다. 표1의 DSE 예제에서 사용자가 패스워드를 입력

받아 해시값을 계산하여 패스워드 점검을 수행하는

상황을 고려해보자. 이에 패스워드를 입력받고 해시

값을 계산한 후 패스워드를 초기화하고자 한다. 그

렇지만 이후 패스워드와 관련된 연산이 존재하지 않

기에 컴파일러는 패스워드를 초기화하는 연산을 제

거하고 패스워드는 메모리 상에 존재하게 된다.

이에 프로그램의 동작은 사용자가 작성한 소스 코

드에서 수행 결과가 의미적으로는 동등하지만 패스

워드를 초기화하고자 하는 연산은 수행되지 않게 되

어 패스워드에 대한 정보 누출이 발생할 수 있다.

또 다른 예로 강도 감소를 살펴보자. 강도 감소를

통해 기존 연산은 비용이 낮은 연산으로 대체될 수

있다. 사용자가 입력받는 키 값에 따라 특정 연산을

수행하자고 하자. 연산은 동일하고 피연산자가 다르

며 타이밍 공격을 고려하여 소스 코드를 작성했다고

했을 때 강도 감소로 인해 특정 부분의 연산이 보다

낮은 비용의 연산으로 대체되어지면 타이밍 공격이

발생할 가능성이 있게 된다. [3]

공통 하위 표현식 제거 기법 역시 강도 감소와 마

찬가지의 경우가 발생할 가능성이 있다.

이처럼 컴파일러 최적화를 통해 나온 코드는 실제

의도와는 다르게 동작할 수 있다. 이러한 컴파일러

최적화에 의해 만들어지는 코드는 기존에 사용자가

Example Before After

Common

subexpression

elimination

A = a+b+3

B = a+b+x

C = a+b+y

T = a+b

A = T+3

B = T+x

C = T+y

Strength

reduction
A = a * 2 A = a + a

Dead Store

Elimination

1. 패스워드를 읽고 해시 값을

계산

2. 패스워드 메모리 초기화 연

산을 수행

3. 패스워드에 대한 연산 수행

이 없음

1. 패스워드를 읽고 해시

값을 계산

2. 패스워드 메모리 초기화

연산 수행(remove)

3. 패스워드에 대한 연산

수행이 없음



고려했던 보안 요소에 대한 코드를 만들지 못하게

된다.

이를 해결하기 위해 컴파일러 최적화를 수행하지

않을 수도 있지만 실행 오버헤드가 커서 비효율적이

다는 측면이 있다.[5]

4. 결론

이처럼 사용자가 작성한 소스 코드는 컴파일러 최

적화를 통해 의도하지 않았던 코드로 바뀔 수 있다.

이에 사용자는 컴파일러 최적화를 활용할 때 이러한

버그를 고려하여 코드를 작성해야 함을 말해준다.

이러한 버그가 수정될 때까지 걸리는 시간은 평균

적으로 GCC의 경우 11.16개월, LLVM의 경우 13.55

개월로 많은 시간이 소요된다고 한다. [4]

이러한 문제는 CISB에 대한 연구가 추가적으로

필요하고, 컴파일러 최적화 기법이 보완되어야 할

점이 있음을 시사한다.
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