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Deep Learning—Based Neural Distinguisher for
NIST Standard Format-Preserving Encryption
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<3 1> Hyperparameters of the proposed neura
distinguisher for FF1, FF3

Format-Preserving

] FF1 FF3
Encryption
Epoch 20 15
5 hidden 4 hidden
Hidden layers layers with layers with
64 units 128 units
parameters 173,956 74,497
Batch size 32
. ReLu (Hidden). Sigmoid
Activation
(Output)
Optimizer

. Adam(r = 0.000170.001)
(Learning rate)

Loss function binary_crossentropy
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<% 2> Result of FF1 according to input difference
(Tr, Val, Ts : Accuracy, Rel : Reliability).

Number (10-round) Lowercase (2-round)

Tr Val Ts Rel Tr Val Ts Rel

01| 073 | 074 | 073 | 023 | 050 | 050 | 050 | 0.00

02| 07 | 05 | 074 | 024 | 051 | 051 051 0.01

03| 07 | 071 | 071 | 021 | 052 | 051 | 052 | 0.02

04| 075 | 05 | 075 | 025 | 051 | 051 | 051 | 001

05| 075 | 075 | 075 | 025 | 051 | 051 | 051 | 001

06| 05 | 05 | 075 | 025 | 051 051 051 0.01

07| 075 | 05 | 075 | 025 | 051 051 051 0.01

08| 080 | 080 | 080 | 030 | 051 | 050 | 051 | 001

09| 084 | 08 | 084 | 034 | 052 | 052 | 052 | 002

OA| 034 | 084 | 034 | 034 | 050 | 030 | 050 | 000

0B | 082 | 08 | 08 | 032 | 051 | 051 | 051 | 001

0C| 08 | 03 | 08 | 035 05 05 05 0.00

OD| 078 | 078 | 078 | 028 | 051 | 051 | 051 | 001

OE| 081 | 081 | 081 | 031 | 052 | 052 | 052 | 0.02

OF | 08 | 08 | 0.85 | 0.35 | 052 | 052 | 052 | 0.02
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<3 3> Result of FF3 according to input difference

(Tr, Val, Ts : Accuracy, Rel : Reliability).

Number (8-round) Lowercase (2-round)

Ir Val Ts Rel Ir Val Ts Rel

01| 062 | 062 | 062 | 012 | 054 | 054 | 054 | 0.4

02| 082 | 082 | 08 | 032 | 05 | 054 | 04 | 0.4

03| 078 | 076 | 077 | 027 | 052 | 051 | 051 0.01

04| 076 | 075 | 075 | 025 | 052 | 052 | 051 | 001

05| 077 | 075 | 074 | 024 | 053 | 053 | 053 | 0.03

06| 075 | 074 | 075 | 025 | 052 | 051 | 052 | 0.02

071 075 | 073 | 074 | 024 | 053 | 052 | 052 | 0.02

08 | 098 | 097 | 097 | 047 | 055 | 055 | 055 | 0.05

09| 096 | 094 | 094 | 044 | 054 | 04 | 04 | 04

0A| 09 | 09 | 09 | 045 | 053 | 053 | 053 | 003

OB| 097 | 096 | 09 | 046 | 053 | 052 | 052 | 0.02

0C| 097 | 095 | 0% | 045 | 053 | 053 | 053 | 003

OD| 096 | 096 | 096 | 046 | 053 | 052 | 051 | 001

OE| 096 | 096 | 096 | 046 | 054 | 054 | 055 | 005

OF | 096 | 093 | 094 | 044 | 052 | 052 | 052 | 002
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