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요       약 

본 연구는 최근 기계학습 모델의 복잡성 증가와 '블랙 박스'로 인식된 머신러닝 모델의 해석 문

제에 주목하였다. 이를 해결하기 위해, AutoML 기술을 사용하여 효율적으로 최적의 모델을 탐색하

고, XAI 기법을 도입하여 모델의 예측 과정에 대한 투명성을 확보하려 하였다. XAI 기법을 도입한 

방식은 전통적인 방법에 비해 뛰어난 해석력을 제공하며, 사용자가 머신러닝 모델의 예측 근거와 

그 타당성을 명확히 이해할 수 있음을 확인하였다. 

 

1. 서론 

현대의 기계학습 모델은 복잡도가 급증하며 다양한 

알고리즘이 등장하고 있다. 이런 배경 속에서 

AutoML 라이브러리가 모든 알고리즘을 포괄하는 것

은 어려워지고 있다. 예를 들면, pycaret 은 M/L 에, 

Auto-Keras는 딥러닝에 특화되어 있다. 모델의 예측력

은 물론, 변수 중요도와 같은 해석력도 중요하다. 특

히 딥러닝은 '블랙 박스'로 인식되기 쉽다. 

이 문제를 해결하기 위해, 확장 가능한 AutoML 과 

XAI 가 결합될 필요가 있다. 본 연구는 AutoML 에 

SHAP, LIME과 같은 XAI 해석 기법을 통합, 사용자가 

모델의 효율과 투명성을 동시에 향상시키는 방안을 

제시한다. 이 통합 솔루션은 다양한 알고리즘에 적용 

가능하며, 신뢰성 있는 의사결정을 지원할 것으로 예

상된다. 

 

2. 본론 

2.1 관련 연구 

AutoML: 'Automated Machine Learning'을 지칭하며, 머

신러닝 과정을 자동화하는 기술이다. 데이터 처리부

터 모델 최적화까지를 포괄한다. 최근에는 주요 연구 

분야로 각광받고 있으며, 많은 기업들이 투자하고 있

다. 

XAI: 'Explainable Artificial Intelligence'로, 머신러닝 모

델의 결정 과정을 해석 가능하게 하는 기술이다. 특

히 딥러닝 같은 복잡한 모델의 ‘Black Box’ 성격을 

해석하는 데 중요하다. 특히 SHAP[1]은 설명가능한 

인공지능(XAI) 방법 중 하나로, 게임이론 기반으로 

모델 예측을 설명하는 방식이다. 플레이어의 기여도 

분석 개념을 변수의 기여도 평가에 활용한다. 

 

2.2 실험 및 평가 

본 연구는 AutoML 기술을 적용하여 최적의 예측 

모델을 자동 탐색하였다. AutoML을 통해 최적의 모델

을 선별한 후, XAI 기법을 활용하여 모델의 예측 기

여도를 분석하고 시각화하였다. 이를 통해 중요한 피

처와 그들의 영향력을 정밀하게 파악하였다. 

 

(a) AutoML을 통한 최적의 모델 선정 

본 연구에서는 AutoML 을 이용해 최적의 예측 

모델을 찾았다. 실험 과정에서 오픈소스 라이

브러리인 pycaret 이라는 AutoML 툴을 사용하였

으며, 사용한 데이터는 ‘Boston House Price 
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Dataset’[2]으로 보스턴의 집값을 여러 피처들을 

통해 예측하는 데이터이다. 

 

(b) 기본적인 변수와 데이터 관련 시각화 툴 대비  

XAI기법을 활용한 설명력 향상 

모델을 선택한 후, 초기 단계에서는 전통적인 

Feature Importance 방법을 이용하여 변수들의 중요

도를 확인했다. 그러나, 이 방법만으로는 복잡한 

모델의 예측 과정을 완전히 이해하는 데에 한계

가 있었다. 

따라서 본 연구는 더 상세한 특징 중요도 파악

을 위해 SHAP를 활용하였다. [그림 1]은 SHAP의 

summary_plot 을 나타낸다. 이 플롯의 각 점은 피

처의 SHAP 값을 표현하며, 세로축은 피처들을 나

열한다. 점의 색상은 피처 값의 크기를, 위치는 

SHAP 값의 크기와 방향을 나타낸다. 이 플롯을 

통해 어떤 피처가 예측에 큰 영향을 미치는 지와 

그 영향의 방향을 쉽게 파악할 수 있다. 

 

그림 1 

그리고 변수가 예측에 미치는 영향을 구체적으

로 파악하기 위해 PDP, SHAP를 이용했다. [그림 2]

는 중요한 피처의 기여도를 상세히 보여준다. 

dependence_plot 은 피처의 값과 그 SHAP 값을 관

계화하여 시각화한다.  x 축은 피처 값, y 축은 

SHAP 값으로, 피처 값의 변화에 따른 SHAP 값의 

변화를 나타낸다. 이로써 해당 피처 값이 모델 예

측에 미치는 영향을 쉽게 파악할 수 있다. 

 

그림 2 

[그림 3]에서 보여주는 PDP는 피처의 특정 값

들에 대한 예측결과와 평균적인 변화를 나타낸다. 

이로써 각 변수가 모델에 어떻게 영향을 미치는 

지 알 수 있다. 

그 후에는 지역적 변수의 분석을 ICE와 LIME

기법을 통해 진행한다. 먼저, ICE기법을 사용하여 

모델의 작동 방식을 깊게 탐색한다. 개별 데이터 

포인트에 대한 예측 반응을 시각적으로 표현하여, 

각 데이터 포인트가 모델의 예측에 어떻게 기여

하는지를 보여준다. 이로써, 동일한 피처 값의 다

른 데이터 포인트들이 모델 내에서 어떻게 다르

게 작용하는지도 파악할 수 있다. 

그리고 [그림 4]에서 LIME 기법을 활용하여 지

역적 변수 분석을 진행한다. 이 기법은 각 데이터 

포인트 주변의 로컬 영역에서 모델을 근사화하며, 

이를 통해 해당 포인트에서의 예측이 어떻게 이

루어졌는지를 설명한다. 따라서 LIME을 통해 모

델의 복잡한 예측도 사용자가 이해할 수 있는 방

식으로 해석될 수 있게 된다. 

 

그림 4 

3. 결론 

본 연구에서는 AutoML 의 효율성을 활용하여 최적

의 기계학습 모델을 자동 탐색하며, SHAP, LIME과 같

은 설명 가능한 인공지능(XAI) 기술을 도입하여 모델

의 예측 결과에 대한 투명성과 해석력을 강화하였다. 

이를 통해, Pycaret 라이브러리를 활용하여 사용자의 

개입을 최소화하면서도 다양한 머신러닝 결과를 효율

적으로 얻을 수 있게 되었다. 또한, XAI 알고리즘의 

도입으로 모델의 예측 근거와 그 타당성을 사용자에

게 명확하게 제시할 수 있게 되었다. 이러한 접근 방

식은 머신러닝 모델의 효율성과 투명성을 동시에 실

현하는 데 크게 기여할 것으로 기대된다. 
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