
I. 서론

오늘날 강력한 얼굴인식 모델의 확산은 개인 정보

보호에 실질적인 위협을 가하고 있다. New York

Times의 Kashmir Hill은 민간기업이 30억 개가 넘

는 온라인 사진을 수집하고 사전 동의 없이 수백만

명의 시민을 인식할 수 있는 대규모 모델을 훈련한

Clearview.ai에 대해 보도했다.[1]

이에 우리는 민간인들이 승인되지 않은 얼굴인식

모델에 의해 식별되지 않도록 할 수 있는 도구가 필

요하다고 생각하게 되었다. 본 논문에서는 이미지를

크게 왜곡시키거나 섭동의 시각적 특징이 강조되지

않으면서도, 승인되지 않은 얼굴인식 모델의 정확도

를 떨어뜨리는 적대적 모델을 제안한다.

II. 제안모델

우리는 원본 이미지에 육안으로 구분이 불가한 미

세 섭동(perturbation)을 의도적으로 추가하여, 딥러

닝 모델이 입력 이미지에 대해 오분류를 일으키도록

하는 적대적 공격(Adversarial Attack) 기술을 사용

하며, 이렇게 변조한 이미지를 적대적 예제

(Adversarial example)라고 한다.

한편 다양한 적대적 공격방식이 제안되고 이러한

공격을 회피하기 위해 certified classifier가 제안되

었다. 이는 이미지가 일정한 크기의 Lp-boundary

안에서 Adversarial example이 만들어질 수 없도록

수학적으로 보장하는 기법을 말한다. 이를 통해 특

정 범위 안에서는 적대적 예제가 만들어지지 않음을

보장받게 된다. 하지만 이미지가 결정 경계(decision

boundary)로 한참 멀리 떨어져 있다면 classifier는

노이즈를 섞은 이미지도 같은 레이블로 분류하게 된

다. 게다가 높은 certification radius를 갖기 때문에,

적대적 예제임에도 certified 값이 커지게 된다.

그리하여 적대적 공격의 특성을 가지면서 certified

defense 방식에서 높은 점수를 받을 수 있는 공격

기법을 적용하게 되었다. 정상적인 이미지처럼 보

이게 하는 특징(Imperceptibility), 타겟 클래스로 잘

못 분류하도록 유도하는 특징(Misclassification), 높

은 인증반경을 갖는 특징(Strongly certified)이 있는

shadow attack 기법을 차용하였다.

(그림1) certified classifier의 한계
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요 약
이미지 처리에 관한 인공지능 모델의 발전에 따라 개인정보 유출 문제가 가속화되고 있다. 인공지능
은 다방면으로 삶에 편리함을 제공하지만, 딥러닝 기술은 적대적 예제에 취약성을 보이기 때문에, 개
인은 보안에 취약한 대상이 된다. 본 연구는 ResNet18 신경망 모델에 얼굴이미지를 학습시킨 후,
Shadow Attack을 사용하여 입력 이미지에 대한 AI 분류 정확도를 의도적으로 저하시켜, 허가받지
않은 이미지의 인식율을 낮출 수 있도록 구현하였으며 그 성능을 실험을 통해 입증하였다.



[3]

이를 구현하기 위해서 기존의 적대적 공격방식인

Loss 값을 최대로 하는 식은 유지한 채 그림자와

같이 gray scale로 보이게 하는 similar

perturbation, 인접한 픽셀 간의 차이를 작게 하도록

Total Variation을 활용한 smoothing, 입력되는

perturbation의 절대값이 커지지 않게 하기 위해 각

색상 채널별로 평균값이 작아지게 하는 color

regularizer를 추가로 넣어 진행하였다.

III. 실험

3.1 데이터셋 및 모델 구축

본 연구는 높은 분류성능을 얻기 위해 18개 레이어

로 경량화하고 ImageNet 데이터를 사전 학습한

ResNet18 모델을 사용하였다. 여기에 Workstation

의 T4 GPU를 사용하여 CelebA-HQ 이미지 2만 개

에 대한 전이학습을 실시하였다. 학습 후 1만 개의

테스트 데이터로 성능을 측정한 결과, 89.7119%의

분류 정확도를 보였다.

(그림2) Normalize layer를 추가한 ResNet18

본 연구의 핵심인 Shadow attack 기술을 이용한

Adversarial example 생성 작업에는 신경망 학습과

정이 없으며, 학습을 완료한 신경망을 기준으로 분

류예측값을 변화시키는 과정을 반복적으로 실행하기

에, ResNet과 같은 집적화된 모델을 사용하더라도

수행속도 및 실행효율 관련한 영향을 받지 않는다.

3.2 실험 결과

Shadow Attack 적대적 공격기법을 얼굴판별 모델

인 ResNet18에 적용해 보았다. 입력 이미지를 지정

한 클래스로 인식하게 하는 Targeted attack 방식으

로 크리스토퍼 놀란을 아리아나 그란데로 인식하도

록 타겟 클래스를 지정하였다.

그림3과 같이 섭동의 각 픽셀 범위를 epsilon으로

제약 조건을 설정하면 섭동이 불규칙적으로 생성되

며, 공격 이미지의 흰색 배경에서 섭동 형태의 줄무

늬가 적용된 것을 확인할 수 있다. 하지만 여전히

사람이 사진 간의 변화를 감지하기 어려운 상태다.

그 결과 99.9847% 확률로 타켓 클래스로 인식했다.

(그림3) 제약 조건이 적용된 Shadow Attack

제약을 제거하면 그림4와 같이 자연스러운 회색조

섭동이 생성되어 인간이 사진 간의 차이를 더 인지

하기 힘들게 된다. 그 결과 99.5328%의 조금 더 낮

은 확률로 아리아나 그란데라고 인식했다.

(그림4) 제약 없이 적용된 Shadow Attack

IV. 결 론

본 논문에서는 개인정보보호 및 이미지처리 분야에

적용할 수 있는 이미지 기반의 심층신경망에 대한

적대적 샘플 공격과 CelebA-HQ 데이터셋에 대한

얼굴 분류 모델을 구현하였다.

이로써 입력 이미지에 대한 안정성과 신뢰성이 한

층 강화된 것을 확인할 수 있었다. 즉, 외부 공격자

의 이미지 변조를 어렵게 만들어 무결성을 보장하면

서, 사용자 식별을 어렵게 하여 익명성을 일부 보장

한 것이다. 이러한 환경에서 사용자들은 안전하게

이미지를 공유하고 활용할 수 있게 될 것이다.

※ 본 논문은 과학기술정보통신부 정보통신창의인재양성사업의

지원을 통해 수행한 ICT멘토링 프로젝트 결과물입니다.
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