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F2 HFE Ao A ¥lyelHE o] &3t Quantum Artificial Intelligence(QADE W2 Ak
E£L 2 FFoT HE FF, BF, wE Fofol QAI RaF olnx EF-L& quantum convolutional

=
neural network”} A7|EAWE o}2 ¥ AT ZAEXA EIrh B =FES AT FHS 3
S MZE AAsta, oF &8 A A Agetn slelrgl=s Bd FAE 7HEEkA g
| Ay, Akt WY
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1. ME gato] MEYAS gedoz A, 7+ AZAA
gz AFEE 7E AFEHES o)L HAF ] olge g F5 2A 4T F de FL oHE Zderh

wAel HEd AR dctem FEPA ) &2

7Bl & A (superposition) % %@(entanglement)# 2

S5dg 44E &8s, qubite] MEAHE & 4G5S

Aggct olHdd 54 "R ogd dugs A

HAL A okl M FA AsE EdE AEd ATh _

telAl P& Ty, 53] Variational Quantum
Eigensolver(VQE)2} Quantum Approximate Optimization
Algorithm(QAOA)=  H3d EAE sfdsts M=e
WHoz  FHEWa 1]l Quantum  Convolutional
Neural Network(QCNN)= 42 HFdS 8319
olegt EAE AstEE AT T shHER, B =i

><3
Max Pooling

71¥ QCNNY A5 F4e Sx=2 2] (Z¥ 1) Quantum inception module, naive version
2. M otsl= HHH 3. 48 N Ms"ot

Deep Neural Network(DNN)= U EHZ 2] Zoju 4] 3.1 A8 &4
& S/MA Aes FHE S U gEdd Jd= +9A A= Ubuntu 20.043 LTS, CUDAE 11.267,

GoogLeNet9] inception REEo°] AvH3]. #l¢tet= WH cuDNN& 810, Tensorflow: 280, Pythone 3.8.10

inception 2E2 dF AEFAH AFTL A AHUFA A HAE AE3T. CUDAE dultoele] GPUES &3
Zo 2 Aste] HEHPAE A6, ol 4 wdg & GPGPU #HA#FH 71<°lH, Tensorflows=  Artificial
B Wae 5L 7|ve g g FE HxvE HA9 A Intelligence(AD) ¢uaZ A9 ZgdYgac, 1 9
g 34 FxRE 2, AL ZEAES FU3stE Aot Tensorflowe} 4A ZHFHE 233 Tensorflow Quantum
o] %3] Hebbian® ¥&lE &£3lx, multi-scale X &= ZYdY=, *A #AFY zZEadgy 2 AEFolA
gt ole} 2 HIPoE UEYAY ZHolg vnE & ZolBe ] Cirge AEdrth AMEE AXEo] WS
FeAAM T AL HES A A AT F UATh Zi]"& E 13 2

mﬂ

te ZdoleE 29 13 Zo] %A inception RES

ol



(¥ 1) Software versions

Software Version

Operating System Ubuntu Linux 20.04.3 LTS

Programming Language Python 3.8.10

GPGPU CUDA 11.2.67

DNN Library cuDNN 8.1.0

Al Framework Tensorflow 2.8.0

Quantum AI Framework | Tensorflow Quantum 0.6.1

Quantum Computing Library Cirq 0.14.1

32 Hlo[e ME 74

fashion MNIST dlo]g AELE= dlA ofo]dle] 17 9]
A 2&o2, ZalandoolA AZFEL o]&
EFH olmx 9] MNIST tietez &3t 60,0007
T oM 10,0002 HAE omAR  FAHH,

o m] %]

olm| A A7]+ 28x 28 pixelo]Th. Zt olw| X & 1070 shA
ololdl e~ F sz BRAt TALA An: E
29} 2},

(¥ 2) Summary of fashion MNIST dataset information

Dataset Information

Number of Images 70,000

Image Size 28 X 28 pixels

Image Channels Grayscale(1 channel)

Number of Classes 10

T-shirt/top, Trouser,

Pullover, Dress, Coat,

Sandal, Shirt, Sneaker,
Bag, Ankle boot

Class Labels

Training Images 60,000

Testing Images 10,000

3.3 &g Z3f

H2E do]lg AEZE o]&3t9] error rate, loss,
durationg S om, AFH HH Lofd A &/ H&S
Bt Y& F=2 AFEEtE fl-scores AeR7 A =2
g3}

E 394 = fashion MNIST dHleolg AEZ FHd oy
2do XS Hrigth. F2 error rate®t loss, fl-score
o THE ¥ H7F A3, AsteE Edo] 1207% = error
rateZ7} 7F& wekal loss®E 0.3478% 7HF skt thE 1
g2 o9 HuFPS W T e AHess BAT
fl-score Al Al¢tsl= melo] 88% % 7F4 Egtth A2
9 2

5ol 4%

g,

(¥ 3) Compare the performance of various models on
the fashion MNIST dataset in terms of error rate, loss,

and duration

Model | Error Rate | Loss | Fl-score | Duration
FC 1551% 0.4426 | 84% 0:00:12
CNN | 13.22% 0.3733 | 87% 0:00:34
QCNN | 16.61% 0.4681 | 83% 0:22:36
Ours | 12.07% 0.3478 | 88% 0:05:33

Aetsts 22 QCNNEG 3 o3 Wolw, &
2} inception EEC 8ol $H A% Fgel 71
A etsl = HAE A9 Fully Connected(FC)%}
Convolutional Neural Network(CNN)Rt} U2 d5& B
ATh webA, 71E REe Fxug 53 EE fAFeR

A AH CNNEG $53 452 248 5 Ao

[e)
male

AorstE WM CNNZT 42 AFHES Adfstel o
gyxe EF EdS wWE 4 Yk Noisy Intermediate
Scale  Quantum(NISQ)E  &8&3F o =
FHME B2 TS HAE 4 Jdon B Ao

AN
71€ QCNNEY o 53 AHdes HAt. Atsh=

g

Rale tekst ol AEH HE& stsen, stelH=
A= Ao A e dsdY. velrt, HAEE vA
okl A AlgtslE WS AEsW o 28X ™o
7b53 Aoz g e
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