
1. 서론

한국도로공사 보도 자료에 따르면 최근 3년간

(20~22년) 화물차 사고 사망자는 총 280명으로 전체

사고 사망자 506명의 절반(55.3%)이 넘으며 주요 사

고원인은 졸음운전, 전방주시 태만 등이다[1]. 이를

방지하기 위해 카메라를 이용하여 운전자를 모니터

링하는 기술이 개발되었지만, 장기적인 효과가 없다

는 한계가 존재하며 더 높은 정확성과 신속성이 요

구되고 있다[2]. 본 논문에서는 AI 영상 인식 모듈을

활용하여 즉각적으로 운전자의 위험 행동을 인식 및

경고하는 시스템을 구현하고 운전자의 누적 데이터

를 기반으로 산출한 운전 점수를 활용하여 습관 개

선을 유도하는 시스템을 제안하고자 한다.

2. 위험 행동 감지 시스템 설계 및 하드웨어 구현

본 논문에서 제안하는 위험 행동 감지 시스템은

운전자 위험 행동 감지와 신호전달로 구성된다. 위

험 행동은 졸음 감지와 부주의 감지 2가지로 선정했

고 딥러닝 기술을 활용하여 이를 감지한다. 선정된

행동이 감지되면 신호전달 하드웨어에서 운전자에게

즉각적인 자극을 전달한다. 모바일 애플리케이션에

서는 감지 당시 사진을 데이터베이스에 저장하고 사

용자는 기록 및 점수를 조회할 수 있다. 전체 흐름

은 다음의 (그림 1)과 같이 설명된다.

(그림 1) 운전자 관리 감독 시스템 기능 흐름도

2.1 졸음운전 감지

카메라로 실시간 운전자를 찍은 영상을 라즈베리

파이에서 딥러닝 모델의 영상처리를 통해 졸음을 감

지한다[3]. FaceLandMark로 운전자의 얼굴을 인식

할 때 OpenCV에서 제공하는 Haar-Cascade 알고리

즘을 사용해 아래 (그림 2)와 같이 눈의 종횡비를

측정한다. Dlib을 통해 아래 (그림 3)과 같이 눈, 코

등 68개의 안면 랜드마크를 좌표화하고, 그중 6개의

좌표로 눈의 움직임을 판단한다[4]. 눈 감김을 졸음

의 판단 기준으로 보고 역치인 크기 임곗값을 여러

번의 실험을 통한 적절한 기준으로 산정하여 0.3으

로 설정하였다. 3초 이상 눈 감김이 지속되면 ‘졸음’

상태로 인지하여 키워드를 송출한다.
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(그림 2) 눈의 종횡비 측정 (그림 3) Face Landmark

(그림 4) 눈 인식 (그림 5) 눈 감김 인식

위 (그림 4)와 (그림 5)는 딥러닝 모델을 활용하

여 운전자의 눈 감김 상태임을 파악하는 모습이다.

2.2 부주의 운전 감지

운전 부주의 감지 기능은 부주의 행동 데이터 수

집, 모델 선택, 모델 훈련으로 구성했다. 이 연구에

서는 Kaggle의 distracted-driver-detection API를

활용하여, 22,424건의 다양한 운전자 행동 이미지 데

이터를 이용하여 모델을 훈련 시켰고 정확한 감지를

위해 수집한 데이터 세트를 10가지 세부적인 카테고

리(문자, 전화, 음식 섭취 등)로 분류했다. 가장 오답

률이 적은 모델을 선택하기 위해 여러 모델의 정확

도를 평가한 논문을 활용했다. Alexnet, Inception,

Original VGG 등의 정확도를 비교해 본 결과, 파라

미터 140M인 VGG with regularization 모델이

96.31%로 가장 높은 정확도를 기록하여 최종 모델

로 선택되었다[5]. 모델을 훈련한 후, 최종 모델은

예측 확률이 0.8보다 크면 해당하는 행동 카테고리

와 확률을 화면에 표시하며, 다른 행동은 'other

class'로 표시된다.

2.3 위험 행동 방지 신호 전달 하드웨어 구현

카메라가 위험 행동을 감지하면 라즈베리파이에

서 HC-06 모듈이 탑재된 Arduino로 시리얼 통신을

통해 문자열 신호를 전달한다. 신호를 받으면

Vibration motor module은 진동을 출력하고 Piezo

buzzer는 경고음을 10초간 출력한다.

(그림 6) 하드웨어 설계도 (그림 7) 아두이노 설계도

3. 운전점수제를 활용한 훈련 시스템

훈련 시스템에서는 라즈베리파이에서 받아온 운

전자의 감지된 기록을 서버에 저장하고, 사용자는

시스템에서 본인의 기록 및 점수를 조회할 수 있다.

위 (그림 8)의 사진은 기록 조회 화면으로 테이

블의 각 레코드를 선택하면 감지된 건의 당시 사진

이 화면 하단에 나타난다. 운전 점수는 운전자의 습

관 개선을 촉진하기 위한 것이므로 최근의 운전 기

록에 더 큰 가중치를 부여하는 방식으로 산출된다.

4. 결론

운전 감독 시스템에 관한 기존 연구는 IoT 장치

를 활용하여 졸음을 판단해 자극을 주는 방식으로

장기적인 운전 습관 개선에는 한계가 있었다. 본 연

구는 적외선 카메라를 사용하여 선글라스를 착용한

상황이나 터널에서도 졸음운전과 부주의 행동을 감

지하고 분류하여 습관 개선을 유도했으며, 안전벨트

에 디바이스를 장착하여 시스템이 즉시 자극을 전달

할 수 있도록 개발했다. 본 시스템을 활용하면, 교통

사고에 따른 인명 및 재산 피해 수치를 낮추고 도로

교통 체계의 안정성이 향상될 것이다. 향후 인공지

능을 활용하여 개인 맞춤형 자동차 안전 시스템 개

발이나 운전자별 졸음 경향 분석 등의 교통사고 예

방 정책을 수립하는 데에 기여할 수 있다.
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(그림 8) 운전자 훈련 시스템

훈련모델 AlexNet Inception
V3

Original 
VGG

VGG with
 regularization

Modified
VGG 

정확도(%) 89.54 92.21 94.44 96.31 95.54
<표 1> 모델 적합성 검증 정확도 비교


