
1. 서론

최근 이미지 처리는 컴퓨터 비전 분야에서 많은

관심을 받는 주제이다.

역전파(Backpropagation) 알고리즘은 이미지 처리에

서 널리 사용되고 있으며, Forward-Forward 알고리

즘은 상대적으로 새로운 알고리즘으로, 그 잠재적

활용 가능성이 주목받고 있다.

본 논문은 역전파 알고리즘과 Forward-Forward

알고리즘의 차이를 분석하고 비교하는 것을 목적으

로 연구를 진행하였다. 연구의 취지는 이미지 처리

분야에서의 Forward-Forward 알고리즘이 기존 역

전파 알고리즘과의 차이를 강조하기 위한 것이다.

연구 문제는 역전파 알고리즘과 Forward-Forward

알고리즘의 장단점 및 성능 차이에 대한 명확한 이

해를 통해 알고리즘 선택에 대한 실질적인 가이드라

인을 제시하는 것이다.

2. 관련 연구

Forward-Forward 알고리즘[1]은 볼츠만 머신[2]

및 노이즈 컨트라스티브에스티메이션[3]에서 영감을

받은 다층 학습 절차 알고리즘이다. Forward-Forw

ard 알고리즘의 두 가지의 패스는 각자 성향에 따라

가중치를 설정한다. 긍정적인 패스는 실제 데이터에

서 작동하고 모든 은닉 데이터의 적합도(goodness)

를 증가시키도록 가중치를 조정한다. 부정적인 패스

는 부정적 데이터에서 작동하고 모든 은닉 데이터의

적합도를 감소시키도록 가중치를 조정한다.

부정적인 데이터는 0과 1의 큰 영역을 포함하는

마스크를 생성함으로써 수행할 수 있다. 그런 다음

부정적 데이터에 대한 하이브리드 이미지를 만들기

위해 한 자릿수 이미지와 마스크를 곱한 후, 다른

자릿수 이미지와 마스크의 반대 부분을 곱하여 합산

하는 방식으로 수행된다.

(그림 1) 하이브리드 이미지를 부정적 데이터로 사용하는

방법

3. 실험 결과

Google Colab을 활용하여 Python 3.10.12, Pytorc

h 2.0.1+cu118버전을 사용하였고 실험 코드는 공식

코드를 사용하였다. 알고리즘을 MNIST 훈련 데이

터 세트에서 정확도를 평가하였다. Forward-Forwar

d 알고리즘의 경우 이미지의 평균 픽셀값을 계산하

고 클래스 레이블을 예측한다. 역전파의 경우 신경

망으로 훈련하고 훈련 데이터에서의 정확도를 평가

한다.
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요 약
이 논문은 이미지 처리와 머신 러닝 분야에서 중요한 주제 중 하나인 알고리즘 성능과 효율성에 대
한 연구이다. 역전파 알고리즘과 상대적으로 새로운 Forward-Forward 알고리즘을 비교하고 분석해
보니 Forward-Forward 알고리즘이 역전파 알고리즘보다 비교적 높은 정확도를 확인할 수 있었다.
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(그림 2) MNIST 데이터

역전파

알고리즘
optimizer Adam
epoch 150
batch_siz

e
64

lr 0.001
정확도 99 %

(그림 3) MNIST 훈련 데이터 세트 역전파 알고리즘

(표 1) 그림 3 실험에 대한 옵티마이저 및 결과

위 (그림 3)을 보면 역전파 알고리즘은 99%의 정

확도를 나타낸다. 추후 Forward-Forward 알고리즘

과 동일한 조건을 주기 위해 learning-rate를 0.03으

로 통일한 후 다시 실험을 해보았다.

(그림 4) MNIST 훈련 데이터 세트의 Forward-Forward

알고리즘과 역전파 알고리즘

두 알고리즘의 정확도를 여러 에포크에 걸쳐 비교

하였다. (그림 4)은 훈련 중 Forward-Forward 알고

리즘과 역전파 알고리즘의 정확도 추이를 보여준다.

예상했던 것과 달리 Forward-Forward 알고리즘

이 역전파 알고리즘보다 높은 정확도를 달성한다.

Forward-Forward 알고리즘이 정확도에 더 적은 ep

och로도 도달하는 것이 관찰되며, 이 결과 각자 상

황에 따라 성능이 달라지는 것을 확인할 수 있었다.

Forward-Forward

알고리즘
역전파알고리즘

optimizer Adam Adam
epoch 150 150
batch_size 50000 64
lr 0.03 0.03
정확도 95 % 76 %

(표 2) 그림 4 실험에 대한 옵티마이저 및 결과

위 표는 (그림 4)의 하이퍼 파라미터를 표로 작성

한 것이다. Forward-Forward 알고리즘이 역전파 알

고리즘보다 19%의 정확도 차이를 나타내면서 충분

히 성능이 높은 것을 확인할 수 있었다.

4. 결론 및 향후 과제

본 연구에서는 MNIST 데이터세트를 활용하여 For

ward-Forward 알고리즘과 역전파 알고리즘을 비교한

다. 실험 결과 Forward-Forward 알고리즘의 경우 역

전파 알고리즘이 learning-rate가 0.001일 때는 낮았지

만 동일한 0.03으로 통일을 한 후에는 비교적 역전파

알고리즘보다 정답에 도달하는 것을 확인할 수 있었다.

이에 향후 과제로 작은 기기나 원샷 러닝 같은 빠른

데이터를 처리해야 하는 부분에서 더 좋은 결과를 얻

을 수 있는지 연구를 진행할 예정이다.
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