
1. 서론

최근 Stable Diffusion[1]을 이용해 생성한 이미지

를 조작(Manipulation)하는 다양한 연구들이 이뤄지

고 있다. 크게 두 가지로 나누면 프롬프트 기반

(Prompt-Based)의 이미지 조작 방법과 포인트 기반

(Point-Based)의 이미지 조작 방법이 있다. 그중 프

롬프트 기반인 MasaCtrl[3]은 연구에서 제안한

Mutual Self-Attention Control이라는 방법을 통해

별도의 파라미터 학습 없이 입력 이미지의 스타일을

보전하면서 특정 단어를 추가해 이미지를 조작한다.

하지만 프롬프트 기반이기에 프롬프트로만 조작이

가능하고, 섬세한 조작은 불가능하다는 것이 단점이

다. 포인트 기반의 DragDiffusion[2]은 DragGAN[4]

의 Motion Supervision과 Point Tracking을 통한 이
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요 약
디퓨전 모델에서 생성한 이미지를 조작하는 기존 프롬프트 기반 방법과 포인트 기반 방법에는 각각
의 단점이 있다. 프롬프트 기반은 프롬프트로만 조작이 가능하고 세세하지 못하다. 포인트 기반은 입
력 이미지의 스타일을 보존하려면 파인튜닝이 필요하다. 본 논문은 디퓨전 생성 모델에 셀프 어텐션
제어와 드래그 조작을 통해, 파라미터 학습 없이, 이미지의 스타일을 보존하며 다양한 범위의 이미지
조작이 가능한 방법을 제안한다.

(그림 1) 입력 이미지를 셀프 어텐션 제어 및 드래그 조작하는 프로세스



미지 조작 방식을 디퓨전 모델(Diffusion Model)에

적용한 연구로 입력 이미지의 스타일을 보전하기 위

해 파인 튜닝(Fine Tuning) 해 따로 학습이 필요하

다는 단점이 있다.

본 논문은 셀프 어텐션 제어와 Motion

Supervision, Point Tracking을 연구해 프롬프트 기

반 조작 방법과 포인트 기반 조작 방법이 모두 가능

한 새로운 방법을 제안한다. 이는 기존의 학습이 필

요했던 DragDiffusion[2]의 약점과, 프롬프트 기반으

로 세세한 조작이 불가능했던 MasaCtrl의 단점을

보완한다.

2. 선행연구

2.1 Stable Diffusion Model

Stable Diffusion[1]은 Latent Diffusion 모델의

일종으로 CLIP, UNet, VAE(Variational Auto

Encoder)라는 세 가지 인공신경망으로 이루어져 있

다. 사용자의 입력 텍스트를 텍스트 인코더(CLIP)가

토크나이저를 이용해 인코딩하여 텐서로 변환하고

이 변환된 텍스트 임베딩 텐서를 UNet에 전달한다.

UNet은 스케줄러(Scheduler)에 따라 반복하여 랜덤

잠재 벡터(random latent vector)를 디노이징하며 이

때 전달 받은 텍스트 임베딩에 의해 조건화

(Conditioning)된다. 디노이징된 잠재 벡터는 최종적

으로 VAE의 디코더를 통하여 이미지로 변환된다.

2.1 MasaCtrl

Prompt-to-Prompt[5]는 생성된 이미지의 공간

레이아웃과 기하학적인 요소는 cross-attention map

에 따라 달라진다는 것과 이미지의 구조는

diffusion process의 초기 step에서 이미 결정되어

있음을 밝혔다. MasaCtrl[3]은 이를 통해 초기 step

이후 나머지 디노이징 step에서 원본 이미지의 셀프

어텐션 레이어의 (Self Attention Layer)의 Key,

Value값을 수정된 타겟 프롬프트로 합성된 Key,

Value값과 치환하여 입력 이미지의 스타일을 보존

하며 타겟 프롬프트로 조작된 이미지를 생성한다.

하지만 타겟 프롬프트만으로 조작하기에는 세세한

조작이 불가능하다는 점과, 입력 이미지에서 포함되

지 않은 내용은 조작할 수 없다는 단점이 있다.

2.2 DragDiffusion

포인트 기반 편집을 위해 DragGAN[4]에서 제안

된 Motion Supervision과 Point Tracking이라는 방

법을 도입한다. Motion Supervision의 목적 함수는

아래의 수식과 같다.

   
 ∈∥    ∥

 ∥      ⊙∥
k번째 motion supervision 반복에서 n개의 핸들 포

인트(handle point)는       ⋯, 타겟
포인트(target point)는       ⋯로 표

시한다. 입력 이미지는  , t번째 step의 latent는 
가 된다. 는 가 입력일 때 UNet의 14번째 블

록의 특징 맵이다. 또한 특정 위치    의
feature 벡터를 로 표시한다. M은 이진 마스

크, Ωhkir는   를 중심으로 한 변의 길이가

인 정사각 모양의 패치다. 는 stop gradient

로 특정 항이 역전파를 하지 않는 것을 표현한다.

마지막으로 는 의 요소가 정수가 아

니기 때문에 양선형 보간을 통해 얻는다. 최종적으

로 목적 함수를 최소화하기 위해 경사 하강법을 사

용하여 아래와 같이 업데이트한다.

      ∙


Motion Supervision의 업데이트가
를 변경하기 때

문에, 핸들 포인트의 위치도 이동을 해야한다. 따라

서 잠재 변수를 최적화한 후 핸들 포인트를 업데이

트하기 위해 Point Tracking을 수행해야 한다. 핸들

포인트의 새 위치는 아래 수식과 같이 패치 내에서

최근접 이웃 검색(Nearest Neighbor Search)로 설정

한다.

   arg∈min ∥  ∥

3. 본론

3.1 학습 없는 드래그 이미지 조작

본 연구에서는 셀프 어텐션 제어와 포인트 기반

의 조작 방법을 통해, 별도의 학습이 없이 스타일을

보존한 포인트 기반의 조작 방법을 제안한다. 전체

적인 과정은 (그림 1)과 같다. 입력 이미지를 T

step만큼 DDIM Inversion을 진행해 노이즈 와 동

일한 노이즈  ′를 생성한다. 디노이징 프로세스에



서는 DDIM Sampling을 통해 초기 step T-S에서

이미지 구조가 결정되어 있음을 전제로 Noise T-S

번째 step의  ′를 Motion supervision loss로 업

데이트한다. T-S step 이후에서는 업데이트된 ′와 입력 이미지의 를 합쳐서

(concatenate) 셀프 어텐션 제어로 의 Key,

Value 값을  ′의 Key, Value값에 대입한다.

DDIM Sampling 단계를 거친  ′를 VAE의

Decoder를 거쳐 이미지로 변환한다.

3.2 전 범위적 이미지 조작

본 논문에서는 프롬프트 기반의 조작과 포인트

기반의 조작을 동시에 진행 가능한 방법을 제안한

다. 또한 입력 이미지를 조작하거나, Stable

Diffusion으로 생성한 이미지 둘 다 조작이 가능하

다. 생성 이미지 조작은 랜덤 잠재 코드(random

latent code) 에 원본 프롬프트와 수정 프롬프트
를 임베딩(embeding)하고, 디노이징 단계를 거치며,

셀프 어텐션 제어를 통해 원본 프롬프트로 생성했을

때의 이미지의 스타일을 보존한 조작된 이미지로 생

성한다. 그 후 수정된 이미지의 특정 T-S step에서

의 를 Motion Supervision 업데이트한 후 나머
지 step만큼 디노이징 한다. 입력 이미지를 제공할

경우, 무작위 잠재 코드와 원본 프롬프트 대신 원본

이미지가 Inversion되어 노이즈 를 만들어 같은
과정을 수행한다.

3.3 DDIM Sampling Step 보정

DDIM의 Inversion에서는 T step 만큼 반복해

입력 이미지에 노이즈를 더해서 T step의 노이즈를 생성한다. 기존의 DDIM의 Inversion의

Forward process에서는 입력 이미지 에서 로
노이즈를 더하는 첫 번째의 step이 누락 되어 있다.

따라서 이 과정을 추가하여 Sampling Step을 보정

했다.

4. 실험 결과

4.1 Real Image Editing

입력 이미지를 제공하고, 셀프 어텐션 제어를 통

해 프롬프트 기반의 조작을 진행했다. 그 후 포인트

기반의 조작(고개를 오른쪽으로 회전)을 진행했다.

결과는 (그림 2)와 같다.

(그림 2) 원본 이미지 프롬프트 및 포인트 기반 조작

4.2 T2I Generate Image Editing

원본 프롬프트와 수정 프롬프트로 생성된 이미지

를 셀프 어텐션 컨트롤을 통해 프롬프트 기반의 조

작을 진행했다. 그 후 Drag Update를 통해 세부적

인 조작(고개를 오른쪽으로 회전)을 시도했다. 결과

는 (그림 3)과 같다.

(그림3) 생성 이미지 프롬프트 기반 및 포인트 기반 조작

4.3 DragDiffusion과의 비교

DragDiffusion[2]과 본 연구의 드래그 방식의 조작

의 결과물을 비교한다. DragDiffusion[2]과 똑같은

조건에서 실험을 진행한다. 모델은 stable-diffusion

1.5v, DDIM Inversion과 Sampling, seed는 42, 셀프

어텐션 제어 step 10, step 10에서 드래그 업데이트

를 진행한다.

그림[4]와 같이 LoRA 학습을 진행하지 않은 것과

비교했을 때, 학습 없이 스타일이 잘 보존된 것을

확인할 수 있다. LoRA 학습을 진행한 Drag

Diffusion은 과적합으로 인해 변화가 적은 것에 비

해 본 연구의 결과물은 스타일이 적용되면서 변화가

뚜렷하다.



(그림 4) Drag Diffusion과 본 연구 비교

4.4 셀프 어텐션 제어 step과 드래그 업데이트

step 간의 차이 비교

셀프어텐션 제어 Astep을 4 ~ 8, 드래그 업데이

트 step을 4 ~ 8로 수치를 조절하며 실험을 했다.

모델은 stable-diffusion-1.5v, Inference timestep은

50, 학습율은 0.01로 설정했다. 드래그 업데이트 step

이 낮을수록, 변화의 정도가 크고, 8step 이후부터는

고착화 되었다. 셀프 어텐션 제어 step은 증가할수

록 타겟 프롬프트로 생성한 이미지의 구조를 강하게

반영됐다.

<표 1> 셀프어텐션 제어 step과 드래그 업데이트 step간의

차이 비교

5. 결론

본 연구에서 제안하는 방법을 통해 별도의 파라

미터 학습 없이 이미지의 조작과 스타일 보존이 가

능함을 확인하고, 다양한 이미지 조작 방법을 제안

했다. 이를 통해 사용자들은 입력 이미지 및 생성된

이미지를 본인의 기호에 맞게 수정할 수 있다. 더불

어 본 연구에서 제시한 방법론은 다양한 T2I(Text

to Image) 모델에 활용될 수 있어 높은 활용성을 제

공한다. 향후 연구에서 T2I뿐 만 아니라 I2V(Image

to Video), T2V(Text to Video) 등 다양한 생성형

AI에도 적용하는 방법을 연구하고자 한다.
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