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John Russell Reynolds
(18201u20131876) was an English
lawyer, judge, and auther. He
was born in Londen, the son of
abarrister, ...
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(a) Non-Factual Sentences (b) Factual Sentences

(1% 3) PR-Curve of detection non-factual and factual

sentences

<3% 2> AUC-PR for sentence-level detection tasks.

Sentence-level (AUC-PR)

Method NonFact Factual
Random 72.96 27.04
w/o Knowledge 81.20 43.41
w/ Knowledge 82.66 43.42
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