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[11]o] AA = em, x7]9]

- =

conditional-CNN 7~

3k mdls 7 AAF Ze ol A& AA S
Ak Ad 2748 (Generative  Adversarial
Network) "2E5 H 7—5]:]]"8]—04 7(3 Hes AA —3]_5‘: 7] ]ﬁ

[12]= o= Ao}

2.2 VGG-Face

CNNpo] 573 o] % Labeled Faces in the Wild
(LFW) #lxjwp= [13]el Al $kele] 7h7be- QFA <14
o] 7bsatA HAH [14]. kA" xr o)t w7, <t
W Zhe7F pefek A A= QA Eo] "ol 7] o
ol o] TAE dAdst= A+ JAFHAG [3, 4.
VGG-Face®=  image-net.org®l A 253
VGG16 A1 47 [15]0] <tH dlo]H
olt}. VGG-Face: Z& =9
Holiuh v o] wigte| = 7kl
ZtEoE 91%9] JIAES K
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W W 54 F5 YR AEF
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2.3 U-Net

AW FxAA 4 HolHE ¢Fste
o} thA] 48 dolEe} 22 Y9 dHeolHE &9
e Hadz A" AAYSE 2LEQFATY
(Autoencoder)2Fal 3t} U-Net2 QL ECIAT O] W
Fog, olmA HeolEE thErh U-Net *3+=
Aol A olmAE BFAZ ufuitt 9 Sl A
=% 534S 92 (Concatenate)dte] F714<l A
of| Soll Abgshe FE2 (29 1), o] WS
Sl Skip connection)©] &t

-

HEAE

o
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R
RN
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N2 o e 8
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224*224*32 224*224*32

128%128%64

64*64*128

128%128%64

B CNN " Copy and Concatenate Maxpooling ‘tUpsampling
(T3 1) U-Net =5 JIx AAT| ofA|
U-Net2 ¥ dlelHe As FAsk= del
ool &I oln, HolEoA T3 A7} FA9
A shopsis] 4RaA @k U-Net F2e olela
FHe eEAT FEE onAE GEE AT

AF AFEETH, U-Net 725 AFE35te] obd AW
Sle A= A mek EA) 3k [19].
3. otH HHs MFY

SH2 kel SAF o] A FEsH7] o7
ol ZaAl AFS FAEsE Aol TStk
oA Qb AWt AAYE 5 FE Hol
W VGG-Faced AH&3h= S5AFEF A4 % oy
Ao AE EHE 9] 9% U-NetS AHES AW
AR AR R FAAET (19 2).

Feature Extraction (VGG-Face)
Facelmages |——» Eﬂﬂlwﬁh Feature
Maxpooling Concatenation
(U-Net)
Frontal Genetation
Generated Frontal Face Similarity
Image Analysis
(O3 2) & AF9 oH HUst aME

3.1 2" EF F5 MEY

2 AFolA e v AFdFAJ FAAAAE Hojd
qeS BT VGG-Face AHdshsy Zdg 7bkoe
2 54 FF AATES A9 AHEs md S
Abgste AL AEE 4TS Ssr7le ARG
A e WA adAolug [20] A7
HEE =9 + Ak

VGG-Facet= 137019 A4+ S 5719
Maxpooling 4te.2 FA4ETh VGG-Faced €
O ®i= 128+128+3 A7]9] qbd ouA| 7} Foi7hH,
4x4%512 A7]9] &5 S FE3F Maxpooling A4F
of M Folth. F7tw, Admdel nAY F& 7]
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32 Hel MM MY
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5719 &4 F =3 57012 Upsampling
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HE AA Add A3 AA A
WE FI SAETF HIbEE FAE
T =4 7]%€& COMTRUE® Face Similarity
= Abgsth

[22]5 A3t 3
HAlME, =8 A7, %
o] dlolge] Wa=
= =rdAes d=dd
= 2070, = Al71 2 w0 3070, £ A S, &
A3 <tdel fle BHE E I F 1,080,0007H €]
b o]u A& HolH = AT

deolgel= wida sid dee %, & F7H4
Ar7F Z3E ol glo] AWt BZed JHE0
Egd  glermm, oo <buvt b=
AAe AAe A deoldel 300 T 2807 9
delHE sty diolHE Abgatlon v 209
S Zde] AF volH®E AR

VGG-Face®t U-Nets AH&3F 2 7] Aws)
Az 29 3004 El & 5 olvh 19 3(a)st 2
d 3 FAeRE 4w W =
d 39 213 3de F43% 4 %
et S99 45 dis dehig.

E 12 AT AMgE 208 FUES Hus
A A AA At fARE
rHe] Zhmol whet Alstete] urepdith
AaE At WS W FARETE 78.26% AL
ojmA7} AWl FWhEsE fFAETE A

Qhdel i A ZAmr 0oluA 4
15° W 7hg = 8532%°] FAE=7E &
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- £15° | #30° | #45° | #60° | #75°

0° 85.32% | 82.9% 82% 80.1% 76.6%

-15° - 71.23% | - - -

30° 69.68% | - - - -

Similarity
91.7%
85.3%
93%
90.7%
5, 48
b AHsh= W olnAE Adow WEshs
Ao, oA A4 ZW A4 BAE HAHF
= 8% 9% g 2 =fdAs SRR
=2 A ES BAFE VGG-FaceE AH&sle] <gd
o E4E FFeM, UNet 725 5o 7% 04
ol A F v AR EAS e g4 dF
H 7les Abgste] AdE AW AA AW w
WHS W PAHOR 7826% FAHACE weA] @
AT okl Q14 Fo] e Mol ofuAE o
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W oo gus Bee obw oA Asge] Zu
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