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Panoramic image in current state
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Top-down view of navigation trajectories

(2" 1) A7l o] E(VLN) &4 oA

o] &3t AT WAS AAsATE ol E s AL HEALZ
47642 (step)el A=E Ao [5loA Aletst 2slat
(speaker) = && /\}ﬁo]—cﬁ - ARE AYs= A2 A
Aot WA S ALES A5k ol st M A= AL
A FAF GAANA DS -’F A FAao] g Ang B
Agk szl Bdof| o FEshal weh, #ANA FA
ARE yotdla g8t v ]Ecqﬂ‘/l =

7+ <5 (end to end learnin w] Fof A th=
o]FAAE=A & F YUvE &
2 =TdAE olyd &

& (labeling) ¥ %4 ]HE ] V4‘54 o]
gl ulz} ”}7‘61 7bsdel A+ Fa
7] W22 LPM(Lookahead Place Memory)oll #73a}
olE FE3lE WHES AUdt. LPM2 o5 W&o
G g Hoh%k-o—i olEde W v v R
Ip(lookahead place)E 7|9} 3oz zt=
HNEE dAnt 574 e A EX* “H?}
A v JteAdol e % 3}
At A Aot olw) 5 Ho]E 315 w -7
R = ﬁade T JEE A o
E9] g5 AA AAHAA AFE wygrry] FAH HRE
aHse] o U2 3% AAES UE F JAEE S 2

11
o
e
o T =

o,

e
%:
oo

OFO:?‘:’ i rNozi'

ﬂm%ﬂﬁ
rQL'ﬁ
_Q—l‘ﬁ‘

o 2
B
ﬂl‘ﬂ
Nl

O

é o “E,
= >4 9

ol
O

H A el

O

™

Y 2 o Rl T ot ot

o ©, b it

O:

oE WL o8 nAd AFEL Ha
$58 452 gEadh

- 992 -



2020 22fel FA|ste Y=l

=27 ®M27A ®23 (2020, 11)

2 A7 Qoi7lue] o F
2.1 &4 A<

VLN #42 AAztem JE fJedes ooldET}
AEE AWsteE AANE g EAX7A olEdhe 2Y
olt}, A Al I= {uo,ul,..,u,}% A 1 =
Asel a nAle] EAHel FHE olfolnl Ay AR
R = <81,89,.,8,_1,8,>9 44
sESE EAH £ oojHEV A
(v)e} t"ﬂ AR (¢, )= JEPE 5 9t
oA o 114‘501]74] A HE 360° ezt G
webul Ao st R 3008 1270, $ofbEl 30°4 371
6] FE o o]Fojx drt. ¢t 4= A7
(elevatlon) <=2 (heading) "% (orientation) S 2]
oolAEE wl =3k AA 9 ddH ARE vt &
AdeA At 73 3% acA4E 3670 olUlY] olF 7}
5% W&k (navigable directions) £ 3tUZ AR e A

o]t}

22 ZF4& ¥Ry WEY

A Zr-of ols S sy A, FAA ALA
EALE B 3 ARE &8 5 Ay A 84 A
oﬂ/ﬂ oﬂo]@g‘; :@1—710]] \:]-]’6‘]— }\]7PX4EE]~° 7364?___} _”: 9}\
o 2 =ieA s Abd BARE FE PR A AR
5 dxo WEFd Asta &&= WHS At
A~ AHE Matterport3Dol A Xﬂ%ﬁ}“ A dlo]H
(ground truth)E &-&3c. o] dolE+= 43 “Fe ol

upel 30709 A4 Fdiz FEEn (2 2)= vER

7 Aag A9 A o

Fl

ep e,

direction of action : So = S;
lookahead place : , hallway

direction of action : S, = S,
lookahead place : , closet

direction of action : S, = S3
lookahead place : , library

Top-down view of navigation trajectories
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Algorithm 1 Algorithm in Pre-exploration

1 envs = All environments in R2R data

2 for e in envs:

3 for sl in states(e):

4 for s2 in states(e):

5 path = dijkstra(sl, s2)

6 if 1 < len(path) and len(path) < 8:

7 key = cv(path[0], path[1])

8 value = Ip(path)
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