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Design of efficiency monitoring system for
managing batch job information
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Job Id: 6494073.pbs
Job_Name = JobNameXXXX
Job_Owner = UserIDXXXX@login@4
job_state = Q
queue = normal
Account_Name = gromacs
ctime = Mon Sep 28 10:28:44 2020

Keep_Files = n

time = Mon Sep 28 10:28:45 2020
&esource_List.mpiprocs = 64

Resource_List.ncpus = 544

Resource_List.nodect = 8

Resource_List.qlist = normal

Resource_List.select = 8:mpiprocs=8:ompthreads=8:ncpus=68
Resource_List.walltime = 03:00:00
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Job Id: 43710
Job_Name = reverse
Job_Owner USERXXXX@g login®2
job_state R
queue = skl_v100_2
qtime = Mon Sep 28 13:47:56 2020

mtime = Mon Sep 28 13:47:59 2020

ctime = Sat Oct 3 13:48:02 2020
Account_Name = kat_user

exec_host = gpu43/40+gpudd/40
Priority = 4294888305

euser = USERXXXX(123123123)

egroup = ACCOUNTo@1231231))
Resource_List.walltime = 120:00:00
Resource_List.nodect = 2
Resource_List.ncpus = 80
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Dashboard & Systerm Management Commands

Collection-1 Collection-2

Collection-2

Collection-N

KEY, GROUP,
SUM(CORES),
SUM(NODES),
COUNT(JOB)

KEY, SYSTEM,
SUM(CORES),
SUM(NODES),
COUNT(JOB)

KEY, QUEUE,
SUM(CORES),
SUM(NODES),
COUNT{JOB)

KEY, QUEUE,
STATUE,
COUNT(*),
RATIO

USER Info.
Restful
— >
Mysal 7. KeY. SRour. API
Account *
( “ )/ REGION,
INSTITUTE, KIND T
Batch Scheculer Informations
bQSta; JOB Info. QUEUE Info. NODE Info.
i [T Ceren >
sinfo
KEY, SYSTEM, JOB_ID, REV, SYSTEM;
I NODES_{TOTAL,

Fy OWNER, GROUP, QUEUE,
‘ QEUEU_TIME,
START_TIME,APPL_AREA,

Neuron |

REQ_{CORE,MEM,NODES}

KEY, SYSTEM,
NODE_NAME, QU
EUE, STATUS

USED,FREE},
JOBS_{RUN,
WAIT, ERRORY},
RATIO
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REST API

o+ User Info. Job Info.
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