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Abstract

Infants express their physical and emotional needs to the outside world mainly through crying. However, most of
parents find it challenging to understand the reason behind their babies’ cries. Failure to correctly understand the
cause of a baby’ cry and take appropriate actions can affect the cognitive and motor development of newborns
undergoing rapid brain development. In this paper, we propose an infant cry recognition system based on deep
transfer learning to help parents identify crying babies’ needs the same way a specialist would. The proposed system
works by transforming the waveform of the cry signal into log-mel spectrogram, then uses the VGGish model pre-
trained on AudioSet to extract a 128-dimensional feature vector from the spectrogram. Finally, a softmax function
is used to classify the extracted feature vector and recognize the corresponding type of cry. The experimental results
show that our method achieves a good performance exceeding 0.96 in precision and recall, and f1-score.

1. INTRODUCTION

Crying is the main way of communication that infants rely
on to express their current states and needs to the outside
world. Babies cry for different reasons such as hunger,
sleepiness, pain, etc. While trained professionals, like
maternity matrons and pediatric nurses, can understand the
physical and psychological state of a baby from his cry, for
parents who lack experience, distinguishing a baby’s different
cries remains a big challenge [1]. If parents cannot correctly
understand the cause of their baby's cry and take appropriate
actions, this might affect their cognitive and motor
development, especially when they are still in a stage of rapid
brain development [2]. Hence, it is necessary to build a system
that helps parents understand the meaning of their babies’ cries,
making sure it is harmless to the babies. In this study, we
propose an infants’ cry recognition system that leverages the
hidden acoustic information behind babies’ crying sounds to
help inexperienced parents recognize the psychological and
physiological state of their babies. This system is non-invasive
and harmless as it only relies on sound data.

Since the early '90s, many studies have analyzed the
acoustic properties of babies’ cries and since then, researches
using statistical methods to recognize different types of cries
were reported. For example, Baeck and Souza [3] built a
Bayesian classifier for babies’ cries to detect whether a baby
is in pain or not. Banica et al. [4] applied the Gaussian Mixture
Models-Universal Background Model (GMM-UBM) and an
I-vectors-based method, which had proved to be successful in
speech and language recognition, to the task of babies’ cries
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recognition. Recently, with the success of deep learning in
speech recognition, research that utilizes deep learning
methods to recognize different types of infants’ cries has been
increasing. For example, Chang and Li [5] presented a work
where the audio data was first converted into a spectrogram
using Fast Fourier transform (FFT) and then classified into
hungry, in pain, and sleepy using a convolutional neural
network (CNN) as a classifier. Later, the same authors
extended their work by using a 2D CNN model to detect the
cry signal and then used a 1D CNN model to recognize the
reason behind the detected cry signal [6]. Turan and Erzin [7]
proposed a special kind of CNN model known as Capsule
Network Architecture to recognize infants’ cries and achieved
results that outperformed traditional CNN models. After
training classifiers using different acoustic features of babies'
cries, such as Bark Frequency Cepstral Coefficients (BFCC)
and Mel Frequency Cepstral Coefficients (MFCC), Liu et al.
[8] concluded that the artificial neural network (ANN)
classifier trained on BFCC had the best recognition
performance results.

Most of the work previously mentioned built their own
deep learning architectures and trained them on babies’ cries
datasets directly. However, those datasets tend to be small
because the collection of such data is expensive due to the
ethical and legal issues involved. Besides, the data collected
at home or in hospitals is very likely to contain background
noise such as the one caused by people talking [6]. Moreover,
the cry sounds, pause durations and frequency differ from one
baby to another [9]. Thus, deep learning models, which are
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data-hungry methods, end up suffering from over-fitting and
low validation accuracy because they are trained directly on
small babies’ cries datasets.

While all the three issues need to be eventually addressed,
this paper focuses mainly on dealing with the problem of low
availability of infants’ cries data, and in order to solve this
issue and guarantee a good recognition performance, we
considered some strategies that have been proposed for similar
cases. These include methods such as data argumentation,
deep transfer learning [10], and semi-supervised learning.
Among those methods, one that particularly stood out as an
important tool to solve the issue of insufficient effective
training data is deep transfer learning. Transfer learning has
been widely applied in various research related to recognition
and it showed superior results compared to other strategies in
audio classification with a small number of data [11].

In order to eliminate the negative impact of insufficient
baby cry data and improve the babies’ cries recognition, in this
paper, we take advantage of deep transfer learning to propose
a simple and easy-to-use infant cry recognition system that can
help first-time parents recognize four types of babies’ cries,
i.e. hunger, tiredness, boredom, and discomfort with a high
accuracy. The proposed system first extracts the log-mel
spectrogram from the cry signal, and then gives it as input to
a fine-tuned CNN model named VGGish [12] that was pre-
trained on AudioSet [13], giving it the advantage of having
learnt on a large and diverse dataset. The VGGish model then
classifies the data into one of the four classes and informs the
parents of the result.

2. PROPOSED METHOD

The overall architecture of the proposed system is shown in
Figure 1. The system is composed of three modules: audio
data acquisition module, audio preprocessing module, and
deep transfer learning based infant cry recognition module.

2.1 Audio Data Acquisition Module

This module receives video data from several smartphones,
then extracts 0.18~2.5 seconds long audio data with a mono
channel, using a 16kHz sampling rate and 16-bit resolution,
and forwards the sound signals to the preprocessor.

2.2 Audio Preprocessing Module
The higher correlation between pre-training and transfer
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learning tasks, the better performance can be obtained on the
transfer task [10]. The VGGsih architecture uses 96 X 64
log-mel spectrogram as its input, thus, for a better feature
transfer, in this module, after pre-emphasis and z-score
normalization, the audio data is converted into log-mel
spectrogram with 64 mel-bins and 96 time-bins by applying
the public VGGish spectrogram feature extractor.
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(Figure 1) General architecture of the infant cry recognition
system.

2.3 Deep Transfer Learning Based Infant Cry
Recognition Module

Deep neural networks often contain millions of parameters.
The initialization of the weights of these parameters can have
a significant effect on the performance results and it has been
a subject of continuous research. Instead of choosing random
initialization, initialization-based transfer learning can offer
better initialization by using weights from a neural network
trained on other data or tasks [10].

To take advantage of the deep transfer learning, in this
module, the log-mel spectrogram feature is fed to the VGGish
model, which is a variant of the VGG model specifically built
for audio classification. The VGGish model was trained on

AudioSet which contains over 2 million human-labeled 10-
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(Figure 2) VGGish architecture used for infant cry recognition.
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second YouTube soundtracks and is much larger compared to
our collected babies’ cries dataset. In this paper, we fine-tuned
and trained the collected baby cry data on the pre-trained VGGish
model and, since the number of features (128 embedded spaces)
is small enough, we added a softmax layer directly after the last
fully connected layer to perform the final step of classification.
The VGGish architecture is provided in figure 2.

3. EXPERIMENTAL RESULTS

3.1 Data Collection Experiments

The infant cry data used in this paper was collected and
annotated by professional baby caregivers and experienced
nurses using their own smartphones at home and in a hospital
at Hebei, China. Permission to collect data and consent to use
it in our research was obtained from the parents of each baby.
The collected data was stored in mp4 format files 10~15
seconds long each, then 0.18~2.5 seconds long audio clips
were manually extracted from the videos and edited. In total,
852 audio clips contain 4 kinds of cry signals, namely hunger,
boredom, tiredness, and discomfort, that we collected from 10
babies including 5 boys and 5 girls aged between 1 and 4
months old. The dataset is described in detail in table 1 and the
number in each field represents the number of audio clips of
the different cries of different babies. The hunger cry was
collected when the baby hadn’t been fed in a long time. The
boredom cry was collected when the baby was trying to get a
hug or trying to get attention. The tiredness cry was collected
when the baby was sleepy, and the discomfort cry was
collected when the baby was getting an injection or having
colic. The signal waveforms of different cries are provided in
figure 3. As seen in the figure, it is not easy to differentiate
between different cries just by looking at their waveforms.

<Table 1> Summary of the babies’ cries dataset

directly added a SoftMax layer at the end without any need to
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(Figure 3) Audio signal waveform of different baby cries.

use a downstream model to perform classification.

3.3 Implementation Details

The network’s fine-tuning and training were conducted in a
computer running Windows 10, with an Intel i7-6700K CPU,
32GB of RAM, and a GTX 1080 graphic card.

The VGGish network was implemented using the Keras
library [14] with TensorFlow as backend. We used both of the
convolution layer weights and fully connected layer weights
that were pre-trained on AudioSet as the initial weights and
then fine-tuned on our babies’ cries dataset using the Adam
optimizer with a 0.0001 learning rate, a betal of value 0.9,
beta2 of value 0.999, ReLU as the activation function and we
trained it for 30 epochs. Five-fold cross-validation in the
scikit-learn library was used to evaluate the performance of
the VGGish model on the babies’ cries dataset.

3.4 Results & Comparison

The result of the 5-fold cross-validation experiment using

our proposed method is shown in table 2 below. Precision,
recall, and f1-score metrics for each class are provided in table
3. As seen in table 2 and table 3, the average accuracy of the
five folds is 96.3%, the weighted average precision, recall, and
fl-score are 0.964, 0963 and 0.963 respectively. A
comparison of the most recent research on infants’ cries
recognition is provided in table 4. As seen in the table, it is a
trend to combine spectrograms with CNN to recognize infants’
cries reasons, and our proposed system achieves the best
recognition results, confirming that transfer learning helps
improve the performance of infant cry recognition. Also, the

Infant Hunger Boredom Tiredness Discomfort
1 month boy 35 0 0 9
1 month boy 30 6 4 12
1 month girl 14 144 24 0
1 month girl 20 1 6 2
2 months boy 56 76 38 14
2 months boy 14 28 2 106
3 months boy 14 12 28 17
3 months girl 20 31 30 20
3 months girl 0 14 9 0
4 months girl 2 0 11 3

Total 205 312 152 183

results show that the proposed system can be used in real

3.2 VGGish for Infant Cry Recognition

We used a VGGish model pre-trained on AudioSet
following the same architecture that is shown in figure 2. The
input is a log-mel spectrogram of size 96 X 64, followed by
four groups of convolution/maxpool layers. The filter size
used in each convolution layer is 3 X 3 and in each pooling
layer, the filter size is 2 X 2. After that, there are three fully
connected layers with the dimensionality of 4096, 4096 and
128 consecutively. Since VGGish can embed the 96 X 64
size log-mel spectrogram into 128-dimensional highly
represented features which can be easily distinguished, we

applications to help inexperienced first-time parents
understand the needs of their crying babies immediately.

<Table 2> Five-fold cross-validation results of infant cry

recognition
Fold Accuracy (%)
1 96.5
2 954
3 96.0
4 95.9
5 97.7
Average 96.3
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<Table 3> Precision, recall, and f1-score metrics results of
infant cry recognition

Class Precision Recall F1-Score
Hunger 0.963 0.976 0.969
Boredom 0.981 0.994 0.987
Tiredness 0.935 0.929 0.932
Discomfort 0.956 0.925 0.940
Weighted Avg. 0.964 0.963 0.963

<Table 4> Comparison of the most recent research on infant
cry recognition

Feature . Class Acc.

D 1 fi Ref.
ataset Used Classifier Num. (%) e
DBL  MFCC  GMM 5 700 [4]

Private  PEUO- NN 3 785 [5]

gram

Private  VaVe CNN 4 783 6]

form
Spectro- Capsule

CRIED oram Network 3 86.1 [7]

Private BFCC ANN 6 76.5 [8]
DBL  Spectro- NN 5 89.0 [15]

gram

Private ~MFCC ~ RBM- 5 786 [16]

CNN

Private PO yGGish 4 96.3  Proposed

gram

4. CONCLUSION

In order to address the necessity of infants’ cries
recognition, this paper proposed a deep transfer learning-
based infant cry recognition system to help inexperienced
parents recognize the cause of their babies’ cries and take
better care of them. We took advantage of the VGGish model
pre-trained on AudioSet and fine-turned it on our collected
dataset. Our results are promising and confirm that transfer
learning helps secure a good performance in infants cries’
recognition. In our next step, we will focus on making the
proposed system noise-robust so that it can be applied in real
life situations where background noise normally occurs.
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