FAR, A, HAG, Fed
(AR SE el Alstn 4 105 A o}
(BEAT Do AL 3By
wxr(FEA A S dota 7 e e et
st (L2 A ZL) - gk of| €A A 9
2019170850@korea.ackr, cosmosl767/@naver.com, choi990830@gmail.com, ywhan@ksd.or.kr

A Study on the Prediction of Apartment Sale Price

Using Machine Learning : Focused on the Collection

of Internal and External Data and Price Prediction of
Korean Apartments

skkkok

#(1st Author) Dept of Statistics and Information Science, Dongduk Wormen's University
#(2nd Author) Division of Industrial Management Engineering, Korea University
##%(3rd Author) Dept of Computer Engineering, Hansung University
wxx%(Corresponding Author) Korea Securities Depository

8 oF

2 AFgAE ofEE daET 4 v W94 dolHE FHsL AFAT 7EES &8st olvE U}
Ag dSste A2"S FHstaz snh FAHoRE YAEY 7IHS S S ofgE -9 4 dolE <]
Wy digt 54 A9 (Feature Selection)s G338t A L, thkst JIFA % 7IHS &&3te] F54 714 4
= 13yS Jaslg ) O}J‘rE 714 o& 28 AHAS 98] Linear Regression, Ridge, Xgboost, Lightghm,
Catboost 59| 7|A8tE &iL E]ZO AR89 3L, RMSES Al&3te] 7+ dF 2y 119 A5 HagE T35
th b Aol 2L o= ny ngoostﬂ o= 2ol o RMSEZEe] oF 0036622 7} wrgkow
H2E tojHe| gt AL+ oF 95.1%%A

FE A 8919l 'ASWA, ASdRE, F 5, T

1. AE T 9= 9 axel I, A, BAE X
1.1 04?91 LRI e B'E obME M4 AA adoer JpAsta, ¢ A
LR AWoﬂ ek A EIE SmokAWA 5 =85 MEste] ul-e14 dlolE el obvtE A}

J ks el s st dele dAE sstAon

4 olE A % mge TA L A% wastgh

o] & dZPR AFEo] AAAT, B 12 47 W9 2 AT Wy
Fo b= 14 A4 BAE 49 PAR A4S (79 11& obstE dol8 51 % A4 a3 ®
F aeaAA degn B @A e @4 9 PE FAmelth X ATdA: ofE 4 o
A ot b7 % BAld A8 ojgam AR F wde] e ss Ae5uA 25779 20124
A% w4 0 A% Sl "ot waEe £ 19%E 20204 89749 clE AA} oy
A sl et (FEREY ADE AEHAT A A5 2y A4
oo ¥ w=EAME AP AANLA BFANA WA AL el AT doly Mol EFFT Ut 35
s BAE Adsti, ARES PRI 98 S g vEe] AA 54 olgady, 9 A%
Worow thpd J1ASE /el ofstE 44 6% H(Web Crawlen® Jlwetel ol Fu 87 &
2ge Awstn AuE v BAsLA @k of el m&, wEAN, A% e 94 Wi 52

- 956 -



®272 ®|23 (2020, 11)

2020 =c}

A dANA =

Al
=

o]

b 717

3|
<

ohey

3

o

gl E o

Sl

ke BA A

o

s 7HA

A

Els

o] ¥

gt

HETAY EAT 0

Ridge

Regression?} Boosting 71¥ (LightGBM, XGBoost,

CatBoost)E°] 912 RMSE

Linear,

g},

A7 Ay

stof oz wal

AL

=
=

A
Using

Far Ao

7}&

=
machine learning algorithms for housing price

ol

A1 A

3 2,

ofp

o)

0

~X

o)
ol 7
A

o8

N

)

o]

R
R

, A27el A

£

iy
o

‘.mo

el
I
Br
7K

ﬁo

o)

prediction: The case of Fairfax County, Virginia

o A3 ol A
FaL A47 el A

)
,.mo
7

3

TR
o

A
o

g s 71

‘Real

Byeonghwa Park(2014)’ ¢}

Estate Price Prediction with Regression

housing data,

L
o

and

ofel 71ASksE

KN
T

Classification, Hujia Yu(2016)’

A
™K

el
1)

!

I
= A [89]

o] 7}

kel
T

HRfALAl ] ol ES] FAEE 1

S %, 2003dH-H Al

[S]

s =

A

ol
INE

o

Dataset

5-foid CV.

ﬂ
ey

W

ﬁo

wK
™

ﬁo
B

3 o =3k H7l7|Helth SPSS A 7]

=

Il dom, 20 3ke] AJA] d o] B H|

Kol
=

]‘jl_

I

7

Al

o2 W7 L APAT AE

2.

% 445 AT
oltE e G AL a9e B

=]
=5

2.1

E+= 2019

ERE

&

1l

Ho

ol

W B A=A ol rhll]

g obshE AAZAI wustA el Aojo] T

A T A=

-

o "

o
T
el

2}

=3
-+

=]

g

, ALF2H2014),

A, 944(2016)

~X
B

Kol
T

il

AR A}o]

al7}

=3
o

oF

o
Nr

=
[3-5]

o

x
X
il

il
jang

~
]
K
oF
z

sl
jang

all
8

T
)

A-&A

o] Wy ol o

T
=y

A}

ul O
o

gl AA

B

‘HEDONIC ANALYSIS OVER TIME AND
SPACE: THE CASE OF HOUSE PRICES AND

gl

!

Swoboba(2015)" 2}

Aaron
‘DETERMINANTS OF HOUSE PRICES

TRAFFIC  NOISE+,

IN

22 71 A% A4

TURKEY:A HEDONIC REGRESSION MODEL,

Sibel SELIM(2008)’

[6,7]

o
<

E 7 olt}, linear, ridge? F7FA 3% 3}

ojp
Nm

a1g
1]l A== o

o)
=

xghoost, lightgbm, catboost9] ¥-2~H

o)

il

-
It

10][

o

q_mo

Bo

Aol ol AHE-H

=
-

se 44 o

- 957 -



2020 220l FHSEUENS] =2F M27H R|23 (2020, 11)
2qe] 5% 57 weg | e er 2
1 inear|583dl5eg TH5ATY dHoly
regression 2 hast o g A4t d&®A4 | FLOAT ohIFE WA E
r i d g e|THHFd wAE SHHETY e 4 i
regression ggkelo] T A4 golg 4 EH_H ! o~ e UﬁUHﬂZ%_ ?
JAFAAEZ A AT HEoe = INT AAE olRES F T
xgboost WA E Bl whe Sl b A5d: | INT OPIhE RSt
3 AT ulx]E = 9] o B &) 71 77} X =L H
T e | | | N | T ]
lightgbm O 34 22 BaMAS ALeel . wr | VL E 4
- 1y a1 = A
L $3% | INT |ob=d A9 we 5| 9
St T T INT | ol9tE @49 & 5
ANeA | STR Sfote AgAb
[ 1] /IASE /el 54 (% 2] W ola A
3. WolE #4 % AA 3.3 Holel AA
31 Heolg 3 321 9n ¥4 A4
B oATE 201295 E 202007H4 89 B A& D Aa e A
SN AdE oldES gao dr RE AAqA AYS wgow ofs=d AstAe A
114, A, el 7hs F54k 2=EY SIAlES 2o JAE 7ES AAsAn. MHsE 28350
Selld HYT ek delHE TN £ yzy wss gadelsz wastd MY
Ao A3 77 TFH wiul A do]H(H, o w7 1500m(ER 108 olihom xAste] 0o
A mEIHE FENFT AAH7 T/HA 2= 2 Jbass gon, AP v 500m(EHR 1052
A Ztol o] &&tqith e 77k & 9 gte olUhm A Aste] 12 7tW2-3 vt 2dhAL
=B wAE fie) cbpsdel £3E ANZA A g gomen 5% o)z AQele] 22 Apus
B OEE ABAL QE, A, 7H, JI¥E, BEAS 5= =339},
o ARE AEHS Fsto s8R FEA 4
AN ATHE JUE F obRE AHe] JFL %) AzAL
AT 2922 pFE VT Aes as, A4 3 AGA FoolAAA AT 20146 2020
Bow obsEs] S MgEs Agstel THAL  qiqe Nal 292 AsST AmE AFA
o e AdFAGE"E dAAACdA 20149 FH (NS 4) =9 19%E 1097149 ‘sharez
2020428 AFSHEH dHE TAHAS. A EFE 1N Bl mFEE 9 1L,
ohd F§ 002 wHE doli Axge Agatar
3.2 W4 AA
3.2.2 A3
[3 2]= & A3olA A& W B3 A S o] HAst A b B FEEE I
ettt o5 2y A AFRS S Hee FE 9ot BE dAE5Y WS HelHE 00A 1
Aegwz = ASdx 8 o F2F, BT Atolel ko g Aatst A2t
@Al AlFAbel L, FE WEE A e dolt

st Tl test datall
a7 #18l k- A

H
AAFE. dolHE

A g
WA S

5719

data 7:3 W]

(overfiting) A

=

=

(cross—validation)<

- 958 -



2020 Relol FABHSYE]

i3l

=27 ®M27A ®23 (2020, 11)

data fold2 ®&3s}la, & 5719 data fold setE T+

Aottt ZF dloly AES] 3 Ao e Ht
s AHESte] HEFAR T AHBE EE3HATL

4. A8 A%

MESHEA 467709 HATE ol EE 7|AgtE
slo] A RMSE #Hygho 2 Aasidnt. [ 3]e
71 A8t 2E o] RMSE#ES Lebd o)

Linear | Lasso .
Xgbo | Light | Catbo

Model | regres | regres

. . ost gbm ost
sion sion

RMS | 0.0591 | 0.0596 | 0.0365 | 0.0831 | 0.0380
E 85 89 59 92 34

[¥% 3] 7IAIsts 2] RMSE #t

2 o=re HAHY q5rgEs wEr] 98 A

¢&t1128]% Linear regression, Ridge regression,

Xgboost, Lightgbm, Cathoost® % 5719 < xe=
A disl deAds nuste Ed Ads B3t
A F2E Root mean square Error(RMSE)E ARg

sttt

RMSE =

S (0w
—1 Tt

57 o F daelE
3, 0.0305% 7HE e
gete] Fojmg o=
o] Hl2~E dolEfe] gk

i
a2
E% 3} th. Xgboost
0.950796°] Tt

FJ

%k
EES

N m[o

f
(i)

H]

m_\..

5. 48 ¥ ¥F A7IY

51 2&

YAEE AWl opE WA dolHES
Astn AFA%S %S BEate] BI@ ofvie
7 oz nge ¥
e dolgel 43t

& O]'}V\]jr-

P
T

7}
E°] RMSE#tel 0.03050]™ ©]2
=7F oF 95.1%% frejvld AiE

52 AAME #H % A7
AT ol E WA Axe AFUH "} 1E
H 7}0}01 < o7k H
VA& Oﬂéﬁ‘ﬂ% T
2 3Z (Apache spark) 2}
AEste] kg
AT A7t

E

Xhig

-1n:
dr X Y0 of i&

A A" el 284

tlo

A

P
T A

A A
EEE A EHREANT JHENFNA
5 Tt ICTHEY = A

I o2

stR 557035, 266-278(13pages), 2013
[2] olZul, 71A St5& o83 ofnE 7HAZAAL

b A= =Y

QU BA R A A, Folgsta vete,
2018

(8] AF @A ofshe AAZHA vl 7hAe] Hol
of e AT, WP EASE KB HETH

1087122% 2014
41 S A LA bt A §3H 7}
] ‘o]:vg_?_] = /\4 61’%*‘?“5}\]’5]'§], }1\1’6]' 58
<, 116-128p,2014

51914 41, 35 ¢ o) ¥ 4 1. 3} 8} 3], 55 o] o] B} % 1.} 3
3= 2798 6%,1573p ~ 1583p,2016

[6]Aaron Swoboda, HEDONIC ANALYSIS OVER
TIME AND SPACE: THE CASE OF HOUSE
PRICES AND TRAFFIC NOISE,Journal of
Regional Science 55% 4%, 644p ~ 670p, 2015
[7]Sibel SELIM,Determinants of House Prices in
A Hedonic Model =
Konut Fiyatlarmin Belirleyicileri
Hedonik  Regresyon  Modeli,Dogus
Journal 9 1%, 65p ~ 76p, 2008
Park,

algorithms for housing price prediction: The case

il

[EUR)
5 ofn

m

Turkey Regression
Tirkiye'de
University
[8]Byeonghwa Using machine learning
housing data,Expert

424 63.,2928p

of Fairfax County, Virginia
Systems with Applications
2934p,2014

[9]Hujia Yu, Real Estate Price Prediction with

Regression and Classification, 2016

- 959 -





