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요 약

본 논문에서는 임베디드 GPU 보드를 탑재한 로봇에서의 검출 결과를 원격지에서 확인할 수 있는

방법에 대해 기술하였다. 딥러닝 모델의 연산량을 줄이는 방법 대신 Nvidia에서 제공하는 라이브러리

를 이용하여 성능을 개선하였고, 로봇의 배터리 소모를 최소화하기 위해 실시간 영상 통신이 아닌 검

출이 되었을 시에만 통신이 되게 하여 보다 긴 구동 시간을 얻도록 하였다.

1. 서론

인공지능은 1950년 Alan Turing이 제안한 Tuning 테스

트, Learning Machine을 시작으로 현재까지 계속 연구가

진행되고 있는 분야이다. 이후 2012년 AlexNet의 등장으

로 딥러닝의 전성기를 맞이하게 되었다. 딥러닝 전문 국제

학술대회(ICLR:International Conference for Learning

Representations) 2019 논문 주제 Top 1은 압도적인 차이

로 강화학습이었고, 2020 논문 주제도 Top 1과 2는 각각

딥러닝과 강화학습이었다[1]. 딥러닝의 발달로 영상처리와

관련된 부분도 더욱 활발한 연구가 진행되는 상황이다.

본 논문에서는 이러한 딥러닝 기술을 제한된 플랫폼에

적용하고, 원격으로 확인했을 때 충분한 성능이 보장되는

지를 분석한다.

2.본론

2.1. 객체 검출

영상 분석 및 컴퓨터 비전 분야의 기본 요소 기술로 객

체 검출은 그동안 많은 연구가 진행되어왔다. 객체 검출은

정해진 클래스의 객체들과 위치 정보를 찾는 문제이다. 이

기술은 기술 개발 및 성능의 객관적 비교를 위해 데이터

셋(Dataset)이 필수적이며, 특히 공개 데이터 셋인 이미지

넷(ImageNet)을 이용하여 평가하는 ILSVRC(ImageNet

Large Scale Visual Recognition Challenge)대회가 진행되

며 기술의 발전에 크게 기여한 것을 그림 1을 통해 알 수

있다.

그림 1. ILSVRC 객체 검출 성능 변화[2]

대회를 대략적으로 살펴보면 2012년 AlexNet의 등장으

로 기술적 흐름을 딥러닝 기반으로 변경하게 되는 중요한

계기가 된다. 2014년에서는 현재 딥러닝 기술 개발에 활용

되고 있는 주요한 구조인 VGGNet이 등장하였고,

Inception 모듈에 기반한 구조도 등장하였다. 2017년은

ILSVRC의 마지막 대회였고, 이후 대회는 Kaggle에서 관

리 및 운영될 예정이다.

이처럼 객체 검술 기술은 ILSVRC 대회를 중심으로 발

전해왔으며, 이러한 기술들을 경량화 및 고속화를 하려는

연구가 계속 진행되고 있다. 대표적으로는 Mobilenet으로,

기존 모델 내의 기본 모듈을 변경하여 파라미터와 연산량

을 획기적으로 줄이는 방법이 고안되었다. 모델뿐만 아니

라 개발 도구에서도 모바일 환경을 지원하기 위한

Tensorflow Lite, caffe2, CoreML등이 공개되고 있는 추

세이다[2].
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2.2. Jetson TX2

최근 데이터의 고속 처리를 위한 여러가지 임베디드

GPU 보드가 출시되었는데, 그중 가장 대표적인 임베디드

GPU 보드로는 Nvidia에서 만든 Jetson TX2가 있다.[4]

Jetson TX2 중에서도 TX2 4GB, TX2, 그리고 TX2i 3개

의 종류로 나뉜다. 그중에서도 실험에 사용할 TX2 모듈의

기본 사양에 대해 간단하게 말하자면 256개의 NVIDIA

CUDA 코어 장착한 GPU, 듀얼코어와 쿼드코어를 장학한

CPU, 8GB의 메모리, 보드에 장착된 와이파이가 있다[3].

아래의 그림 2는 Jetson TX2 모듈이다.

그림 2. Jetson TX2[3]

Jetson TX2는 Jetson TX1 모듈의 모든 기능을 지원하

면서도 더 크고 복잡한 딥 뉴럴 네트워크를 지원한다.

Jetson 시리즈 자체가 주로 AI 및 딥러닝 응용 프로그램

을 위해 개발되었는데, 그중에서도 Jetson TX2는 저전력

엔벨로프에서 높은 계산 성능이 필요한 애플리케이션에

이상적이다. 본 논문에서는 원격에 있는 로봇에 탑재된 임

베디드 GPU 보드에서의 성능을 알아보기 위함이기 때문

에 TX2는 가장 적합한 모듈이라고 볼 수 있다[4].

추가적으로 NVIDIA에서 제공하는 Jetpack SDK를

Jetson TX2에 설치하여 딥러닝, 컴퓨터 비전 등의 라이브

러리를 지원받을 수 있다. Jetpack을 설치함으로써

TensorRT, cuDNN, CUDA 툴킷 등을 제공받는다. 임베디

드 시스템에서 이러한 라이브러리들을 사용하여 딥러닝

모델의 연산량을 줄이지 않아도 모델의 성능을 개선할 수

있다.

2.3. TCP/IP 무선 통신

Jetson TX2에는 보드에 와이파이와 블루투스가 기본적

으로 장착되어 있다. 기본적으로 두 개의 통신방식은 서로

다른 기술표준을 사용하기 때문에 충돌이 나지 않는다.

블루투스 통신의 경우 데이터 전송속도가 크게 빠르지

않아도 되는 경우 사용한다. 사용 주파수는 2.4 GHz이고,

대역폭은 800kbps 정도로 낮고, 통신 범위는 5~30m 정도

로 넓지 않다. 만약 블루투스로 로봇과 원격지가 통신을

하게 된다면 그 범위가 매우 좁아질 것이다. 블루투스 통

신을 상징하는 마크는 그림 3과 같다.

그림 3. Bluetooth

와이파이 통신의 경우 많은 데이터 송수신과 빠른 통신

속도가 필요한 경우에 사용한다. 사용 주파수는 2.4 GHz,

3.6 GHz, 5 GHz이다. 대역폭은 11Mbps로 블루투스보다

높은 편이며 통신 범위는 실외 최대 95m까지 가능하다.

와이파이는 안테나 범위 확장이 가능하여 더 넓은 거리로

통신이 가능하다. 와이파이 통신을 상징하는 마크는 그림

4와 같다.

그림 4. Wifi

본 논문에서는 보다 넓은 통신 거리가 필요하기 때문에

와이파이 통신 방법을 사용한다. 무선 통신에서 사용할 수

있는 프로토콜 중 통신속도와 패킷 오류가 없는 전송 또

한 필요하기 때문에 TCP/IP 소켓 통신을 이용한다.

네트워크 프로그래밍에서의 소켓이란 데이터를 송수신

할 수 있도록 네트워크 환경에 연결할 수 있게 만들어진

연결부이다. 네트워크에 연결하기 위해서는 프로토콜

(Protocol)에 맞게 만들어져야 한다. 보통 OSI 7

Layer(Open System Interconection 7 Layer)의 네 번째

계층인 TCP상에서 동작하는 소켓이 TCP/IP 소켓이다.

두 개의 프로세스가 소켓을 통해 연결되기 위해서는 클라

이언트 소켓과 서버 소켓이 필요하다. 이 둘은 태생적으로

구조가 다른 소켓이 아닌, 호출되는 API 함수의 종류와

순서들이 다를 뿐 동일하다. 기본적인 소켓 API는 처음

소켓을 생성한 다음, 서버 측에 연결을 요청한다. 이후 서

버 소켓에서 연결이 받아들여지면 데이터를 송수신하고

모든 처리가 완료되면 소켓을 닫는 이러한 흐름으로 이루

어져 있다[5].

3. 실험 및 고찰

Jetson TX2에서 검출한 화면을 원격지에서 오류 없이

계속해서 확인할 수 있도록 하는 것이 본 논문의 목표이

다. 관리자가 사용할 리모트 컨트롤러는 자바를 사용한

안드로이드 스튜디오를 이용한다. 우선 그림 5와 같이 기

본적인 로봇의 동작을 제어하는 버튼, Jetson TX2 서버와

연결하는 버튼, Jetson TX2를 탑재한 로봇이 얼굴을 감지

했을 경우 사용할 이미지 요청 버튼과 좌표 요청 버튼, 이

미지를 보여주는 버튼으로 기본 디자인을 완성하였다. 이

후 각각의 버튼과 View들에 맞는 코드를 작성한다. 네트

워크 연결 방식은 TCP/IP 소켓 통신방식을 채택하여 얼

굴 검출이 된 화면을 깨지지 않고 가져오도록 하였다.
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그림 5. 기본 디자인

안드로이드 버전 3(허니컴) 이후부터는 메인 쓰레드에

서 네트워킹 처리를 할 수 없어 별개의 스레드를 만드는

방식이 필요하다. 물론 안드로이드 버전이 낮춰 사용할 수

있지만, 허니컴 이전의 점유율은 이제 채 5%도 되지 않는

다. 이때, 새로운 스레드가 아닌 AsyncTask를 생성하여

네트워킹 처리를 하게 되면, 보다 간단하게 사용할 수 있

다. 그림 6은 본 논문에서 사용한 안드로이드 스튜디오 코

드 중 AsyncTask의 일부이다.

그림 6. android studio AsyncTask code

그림 7은 검출과 통신에서 사용할 전체적인 알고리즘이

다. 로봇에 탑재된 Jetson TX2가 얼굴을 검출하여 경계박

스가 생성되면 설정해놓은 특정 디렉토리에 검출된 이미

지가 생성된다. 서버 측에서 해당 디렉토리에 이미지가 새

롭게 생성이 된 것을 확인하면 리모트 컨트롤러에 특정

신호를 전송한다. 디렉토리의 파일 변화를 감지하는 방법

으로는 변수로 파악하는 방법도 있지만, 자바에서 제공하

는 WatchService라는 기능이 있다. 이를 이용하여 디렉토

리의 여러 변화들을 감지할 수 있다. 그림 8은 본 논문에

서 사용한 WatchService 코드의 일부분이다. 리모트 컨트

롤러가 디렉토리에 변화가 있다는 신호를 수신하면 로봇

에게 이미지와 좌표를 요구한 후 띄우게 하는 알고리즘이

다.

그림 7. 통신 알고리즘

그림 8. WatchService

이때, 실시간으로 영상을 보여주는 형식이 아닌 이미지

로 전송을 하는 이유는 Jetson TX2가 로봇에 탑재되어

리튬 배터리로 전원을 공급받기 때문이다. 실시간으로 영

상을 보여주는 형식으로 실험해본 결과, 영상에 노이즈가

끼거나 깨지는 형식으로 전송이 되는 경우도 빈번하였고,

로봇의 구동 시간이 이미지로 전송하는 방식에 비해 짧았

기 때문에 실시간 영상 송수신 대신 경계 박스가 생성이

될 때마다 이미지를 만드는 형식으로 알고리즘을 구성하

였다. 그림 9는 해당 코드의 일부분이다.

그림 9. 검출 시 이미지 생성

그림 10은 Jetson TX2를 탑재한 로봇과 리모트 컨트롤

러로 통신을 하여 경계박스가 생성되었을 시의 프레임과

좌표를 저장하여 해당 이미지와 로봇의 좌표를 띄운 결과

이다. 이미지 패킷이 깨지지 않고, 좌표 또한 정상적으로

출력이 된 것을 확인할 수 있다.
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그림 10. 실제 화면

4. 결론 및 향후 연구계획

본 논문에서는 임베디드 보드를 탑재한 로봇과 멀리 떨

어진 위치에서의 얼굴 검출을 확인하는 방법에 대해 기술

하였다. Jetson TX2를 모니터를 이용하여 바로 확인하게

되면 검출 결과를 바로 알 수 있지만 이를 로봇에 탑재하

게 되면 바로 알 수 있게 통신하는 방식이 필요하기 때문

에 본 논문의 아이디어를 고안했다. 또한, 지속적으로 전

원을 인가받을 수 없는 상황이기 때문에 전력 소모가 적

으며 보다 정확하고 뚜렷한 검출 결과를 얻는 것이 중요

하기 때문에 오류제어, 혼잡제어 등의 기능이 있는

TCP/IP 통신방식을 선택하여 경계박스가 생성되었을 때

만 이미지를 전송할 수 있게 하였다. 결과적으로 비교적

긴 시간동안 경계박스가 생성될 때마다 뚜렷한 이미지를

얻을 수 있게 되었다.

향후 실시간 영상 송수신을 하며 최대한 적은 배터리

전력 소모로 로봇을 구동할 수 있는 방안을 모색해서 실

험을 해볼 예정이다.

감사의 글

이 논문은 2020년도 정부(교육부)의 재원으로 한국연구재

단 기초연구사업의 지원을 받아 수행된 연구임

(No.2020R1F1A1067496)

참고문헌

[1] AI와 최신 딥러닝 기술 동향 - AI빅데이터연구소 이

주열 연구소장

[2] 딥러닝 기반 객체 분류 및 검출 기술 분석 및 동향 -

이승재, 이근동, 이수웅, 고종국, 유원영

[3] https://www.nvidia.com/ko-kr/autonomous-machines/

embedded-systems/jetson-tx2/

[4] 고성능 IoT 데이터 스트림 처리를 위한 Nvidia Jetson

TX2의 성능 평가 - 남윤성, 신현일, 최석원, 유병훈, 엄현

상

[5]https://ko.wikipedia.org/wiki/%EB%84%A4%ED%8A%

B8%EC%9B%8C%ED%81%AC_%EC%86%8C%EC%BC%

93

2020 온라인 추계학술발표대회 논문집 제27권 제2호 (2020. 11)

- 1069 -




