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INFERENCE OPTIONS

Model List

yolov3-tiny

Cross Inference
cross-true @ cross-false

Inference Type

FP32

Stepper Indexes

Iji{

Single input Image

Choose File |bench,jpg

7% yolov2 yolov3 yolov3-tiny
Visualizer 0] (0] (0]
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Normal Inference
(FP, HYB) © © ©
Stepping Inference
(FP, HYB)
Cross Inference X X (0]
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