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Afo 4] Al 2" (Intrusion Detection System)< 7|
1 siglel A "ol d A5 o X—Vgé}ﬂ &t 929 (Deep Learning) 7w+
A AZE A4 HE A6 -:s}r:L 1ol gy doE 5% 3 Al
A S AAHer Ay otk AU BA A" dHely AMEE 7HE dE AHE
KDD99 dlo]¥ ¢ LID-DS(Leipzig Intrusmn Detectlon—Data Set)& A&dt. 2 =iodAe 1

HWEE ojux] &2 Was 1 CNN(Convolutional Neural Network)S Z-&3lo] % dHolE] A|Eo|
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Aes Addd. H7ME 98 Accuracy, Precision, Recall @ Fl1-Score A EE A3 1
LID-DS dolg ME2 Accuracy’} KDDI9 d"lo]¥ A E° Accuracy H.rt} oF 8% &2 AL
A = 1249 WE gigh do]H & Kibanas AF8-3te] tlolEHE AlZtslsle] o3 dlo]H
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| B7] ojele dHS sAsks WS A

= ¢HAA F2 A BA T F dvkes Aol
1. MB ATh 2 ol EA = theker G ARE b
Atolw] g Aol Xstgte] we} ¥ARELS LA HS 4o/t oy $uR Qo] FU3ithe
oFH& ofgetal AeHom thFsiA AL EAel Jrh[2] A2 H98d 7IEY HHY B
Ak AH gdFEAA = FEAE golste AL w§- A= Q13 t}F3k  ICT(Information &
Z2% TALH, EHe EF4 F styes Y Communication Technology) ¥°F % IoT(Internet
g2 A~ " (Intrusion Detection System)o|th. XA of Things) ®ofo] Z&Eo] A58 AH]|AE0] A
A Al =82 HES A 7191 T3 k. olggk V& Wy A Lo wep Bt
NIDS (Network-based Intrusion Detection System), Fopol A= Y A AlxEHd HE&E = AEH Y
FX2E 7|9kl HIDS(Host-based  Intrusion t gdyde A= AA4ESE 58 AA4 5 S
Detection System) + 7FA W2 o8 v= 4 Uk sto] kAl ek kS Beste Tlsolth Y &
HEA 7Rk 39 &A4] Al2=gld g2 $2E 7] A Alz=glel] HeEd S ARgstH Q) @A Al=He
o 29 BHA] ARl AlE iRl oJRE A 9Hs H & 5 ok F, 714 b5 (Machine
A wefof s oy Wil AT7F wol Learning)# Held 2> AA| A o2 o]}

Hoz 7 &
pasinh w9, 1Y B4 Azl T A f sta AAH AE e 25

s Y H EaYel K S AAste] o =
o] ATh[l] stvte= &R AlZYAE 7|Wo R ¥ T Utk A g A5l HAY AE THA
e "HAstE 28" A L, ol BAE L&A sb7] 98l "HedS Ad A Al=" Al ARE
WAy kg2 gAA 0l ALE JlE S |hlo g\ gty.  DARPA(Defense  Advanced  Research
A AYE GHA 5= o)A Aot LfEYX = & Projects Agency)oll A 7§&3k KDD99 ©lolg HE
HAAA & TAS FASH7] ofgAnt o] ®A = A9 '§A A= ot 7H wol ARSE =
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olE M Ee|t}, KDD99+ &4 < DoS, U2R(User to Hole ZAHS Aty fste]l Held dags
Root), R2L(Remote to Local) 2 Probe$} S 4 S AHEst AFE T

7HA MER ERsth 718kl A A Al Kim 5[13]2 ¥4 a9 7|§te] 5 2E <
g AT Wol] AMEH I ‘ﬂ’ﬂ TES Y "FA g4 Al2®"e HdAS= d 9o, LSTM-Based

Al2="l Ao A4 KDD99 tHlolg AEE AlE3sta System-Call Language Modeling WS A<¢tslS
. 3tARF KDD99 dHolH+= UF Qe H3FH th 71E BRECdA AF BAstE =2 LEHE
Alzdlo]l EAI F4 JEoR o]Fo]x qlo] & (False-Alarm Rate) A& 3slZd3st7] 184, A=+
Abgat7lel = A gelAl eth(3, 4] 2018del ¥ Ui E = M2 44 E(Ensemble) HHS AH&3Th
LID-DS dHeolH AHNEE 7]& /MUY HolHE Ravipati 5[14]2 LID-DS HolE ANE< E4
I E2A A4 /HE dHeolH AEsRY HA A I 7Hg AR KDD99 dloly M EE o] &3t 8
TFE A" gt SEAET 34 Uy 9 ALY 7EA Y] 7 At s daleles AR A9E A A3
gow FAE Art[5] 7F 2 0 EE FAE BHAFUTh
L =EoAe 7 odlolH AEolA HAZA e CNN< 7|dto =2 nfolg] 4l oy WF9o &4
of tigh Held 7Nk &1 s A Qkghrh Atet S HASE SRS A= APy k(15 16]
t 2d& CNNS 7juto s 3w 129 WEo] o Khan [17]1% 4 &4 225 47 9138 7]
g ol 55 ouAE WEste] tF FHs B Aty daglEs AMEE wo] dHs A Ao
st WP CSV 3¢9 & ElasticSearcholl ¢ 2 =3} T CNN 7R UEQ A Q) &4 Zdi} AZE
o] Kibanas AF&ste] HolBHE w7 FA A43} W G ES At WS At KDDE
ah= WS AlRbETh Abgate] AbEl RdS Hrlsty AE Ay 2l
o] SVM % DBN (Deep Belief Network) &i12]&
2. B o7 Hoh Hg ©Ao ¢ g&844S BAFh
A A Al="2 w4 g dig wHE ol Upadhyay 5[18]& 4171¢] KDD 7|5 Fol4
&3te] AHES FAe L Adats Al~golth6, 7] 292 des 36709 7ls @ @4 KDDE A&
KDD % UNM tHloJE ME+ I/HAox ALE- th o HolE AMES 1 x 6 2718 ojuA= W
o 7hsgt dHolHeol X &4 A= AF 7 g UHA 715E o2 wgd AFse CNN &
Z7F Hil 45 BHZEES] 7Z]FEo] Ho wd ATt A& srEAAen, A A3 AddE 2o A
P vk ARt AR UEYA HH FoA SR e F{7F 2% WNkd Ao 2 YERRLT
Al2" 28 F8 ZRA A Al tof] e
Holg FAog TAEAAN FHHE FHE& At 3. CNN 7|gt &l EbX| A[A= MA
= 719 dHolHES v ddFl 5SS 7HA 31 o] B9 olmA A4
A AA 7] wEel HA HIFE ARl ohFd KDD99+= 4170¢] Edg 753 2z} dHole7t £
SRS Aol ¥4 5ASo] REFHA ol A= g AAE AAstE UHe e oem T A1
= dlelg 7t Zastrh(g, 9, 10] of E¥Y 54 F 3WME A EHSE BAHN
AN (1012 dHeolE & HelEs FEERE ofy e 715 5= F4450o] gttt LID-DS+ 871
gt 2 EZE F3 dHolHE dHte]l ROl Yolr7 o £4 T oMe A B4 H 7S SAH0E HA
A Kibanag AF&3sto] Al7}std) Ha e 2 5408 FAHY Aok Tgh =
Laskov Sl11]e Decision Tree, E £ EAS 0ol 255 Alo]l 2 A3l 64x64F
K-NN(K-Nearest ~ Neighbor), ~MLP(Multi-Layer Ao olmA & WM ojvjx o] Z A4 AdS
Perceptron), K-means, SVM % o 7|Ag5F & 0ol Al 255 Alole] o=z FA|Eojof &lw XA
1EES A @A AL, A4 dugss o|H A& CNN Edo] Ag3gtth, Ho|B & o|m A=
ROC(Receiver Operator Characteristic) =418 =3 W3lslE o]+ CNN Edo] ojnz FHE 93
H] L g o}, Hod Edolr] wEelth & =foAe 374 A
Kim w121 Y &4 Al="eA SVMH} A, 54 Tk o] 9= RGB 3] o)y
K-NN & 77185 dagFo] & 241 &ES A Hely AEE *ﬁ"é%‘:}. RGB olv| A= Al 714
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32 CNN =4

CNN 228 Sequential® AR 3x3 =7]
o] Conv2D d#lololE 32709 ZE FE A& A
Aok A S5 ALE 438 e rell s
A3l © ™ input_shapet 64x64 =7]9} 3709 A ¥
AEE 7HA A Qo= g (64, 64, 3)9 F& &S 7F
Ao, aga A& WstE FAEY] $IEA
Maxpooling2DE £ F2 7 =%38e e =
HEs RkEol AU EF,
Maxpooling2 22t9& F2 tF7] wio @ A3t
ol Agsr] e 1x9er Adstoor @
th. Flatten 35 Ab&3ste] 1oz WEstad
loss 4% categorical_crossentropy e} &4 3l &
2 ‘softmax’& AF&TH T dolE e} HA
olH o] H| &2 82, WHEAHLS 1003 wHEsle] A
< PPt

4. AY At

64x64¢] A7]= o|m A& WE LID-DS dl o]
g e KDD99 HolHE olmA] A& ¢ CNN &
neES Agstel At sew 2dd 4

# 7} Precision, Recall, F1 Score

e AL FAFE] ol
st wEo A% Wy A¥E ¥ 13 gon

=
Accuracy= % 29} 7t}

<¥ 1> 7Z}7re] dlolE AEd yI A5 A}

dlolE AE Precision Recall F1-Score
LID-DS 87% 87% 87%
KDD99 78% 79% 74%

<E 2> Zh7be] doly AE] oid Fee A

glolg AE Accuracy
LID-DS 87%
KDD99 79%

A% Az, KDD99 ©Hlolgo] thdk Accuracys=
ok 79%, LID-DS ©l°]E 2] Accuracy: & 87%=
LID-DS dlelele] Agotde]l of 8% w2 s &

T itk EE okt dd HSHe 34 5SS
gredatal gl LID-DS dlelHE dAAle HiFEE
dZotal sk H Tastta & 4 o

5 28 ¥ FF 7

Bo=Ro A A7sE LID-DS Hloly AEE
Alz=Ele] FHal Bl HFHE FHA AEHE fAde
W 7l 2= AR AR i 2 FY
o] HIDSE #@7ksh= | AHE3d 5 gle waem
dolE & 7|23t} KDK99: A g dlso] Y&
eHE HFE Alxgle] EAY 34 HHor o F

ol gtk 1 A3 LID-DS ©leo|E ¢ Accuracy’}
KDD99 dHlo]E¢] Accuracy ET} ¢F 8% =& AS
gelgint.

3k ElasticSearchel Ho]lHE JRE3}o]
KibanaS %3 Aztg3ct. 298 13 2o] A zsls

AEE A EA gF volHE Fiee] By of
He vie s adE g
==
[Co—

= 27763 9,474 3,962 3,550 2,980 2,413
2,325 1,902 1,712 1,610 1,555 1,437
1,415 1,269 1,126 1,045 1,010 913 825

754 666 643 570 526 468 426 394

390 337 333

(¥ 1) Kibanas %3+ dlo]g Alz+3}t

FF AR WEE olmA AES =¥ sl
DCGAN(Deep Convolutional
Adversarial Network)E ©]8-3}o] o]

Eo] 2dlo] Ay HtoA FaAEA AY7tst

Generative
ol x] AMZL b

SEES WAdsks W A2 T4y i &
AApel i@ @A Aes &9 A ATE A

g8 9.
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