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<3 1> modell 23} &H test 23

precision recall fl-score
2 0.86 0.88 0.87
=4 0.88 0.86 0.87
accuracy 0.87 0.87 0.87

precision = 2 A true/true 74, recall = true ¥+7/Z A true
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<3 2>modell (7] F3t2]H 157 dlo]E)

precision recall fl-score
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=4 0.92 0.81 0.86
accuracy 0.85 0.86 0.85
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