2020 2z2fel FAlstewEl 3| =% H273 H|22 (2020, 11)

WAy, 9ede ol g%
FAMH)| A o] & B A olg o=

71}\1-3?4*, 717] 0_]**, 71 O/H** %ﬂ]og*** ;S_ZH%]_**

= o [e] ] ]

* T | &kl AP A A8l 2 )

*xQl sl Sl 4 WEA 5t}

oogolvieta 4 E 38

hsk6913@naver.com, rockrooll@naver.com, helios1127@naver.com,
dhrmsry777@naver.com, beige481845@gmail.com

Analysis of customer churn prediction in telecom industry
using Machine learning & Deep learning

Sang-Hwi Kim*, Ki-Won Kim**, Yoo-Sung Kim**, Tae-Young Yoon***, Jae-Wan Jeon**
*Dept. of Industrial System Engineering, Dong-guk University
**Dept. of Information Engineering, In-Ha University
***Dept. of Computer Engineering, Hong-1k University

Q ok

S =

Az welr sl%el ThRY 44ls PEAm ok 1 F wA o WAz A9

BAAE B3 o7t ofd 4 glth oo B =2 FAIAF dolHe WYY dudEs AE.

olgt o3} dHolE Folg: wAlEta, ol A sto] dERedsiAl ZEShe A8S

Aggons BAMde] 14 2 A0S A =S sas Aoln

1 M A BN 5 ENAMZAZAE =5
2020 L‘i 1 % 22 021’ 5‘:]__% IDC _E_ _%]—E- %Zl_f:s_]__ 511-~LH ’\]Xo]'oﬂ*i 76]7@ %O]E} 2019 LﬂE 7]% EH?:S_]_'?J;LIL'OJ ?_].Eile
Mol W BA A AP A7 madely sy CIBEE oLkl vhE AHT AEES 2019 b 7lE
ulgolE] @ BAMAFe] 2023 WA ARF A 81.6%°]th[2] °lZ2A AAFoZE JAEY HFE

rzi
o2
3 o
Ru

12%E 1SS 2 Rz 43 A% ¥e £AE D g @3 FAAAR APl

- -
Geleln el mE A W AFAs Aew Fres BUMUAT DA FUEReyly) % olHChumd
A% Agel Fui A AAY, e oF Fa wga WA AWHLR A FhdL WFd Lbeld. 59,
BA 0 uzUA S 44¢ AFew sagess AT IE A obig wedd So mdes
NaAol ol FZw A4 =2 sFna 4 quom  AAHT  fdelEE A= fus AR
ZAzach olgls mEo wal Axo AAMA A diolole] @ A4S dsta, g deoprt e ogs
diel /19 AR FEAAS FAZk oeg dpe ATE T U AdH

Mg bt duh AT BAAA AASGeR 9

A= 9y BHL Ak PAAERE J%, o5

714, MEYA 7<%, RS 7]E, 56 PPP ZRAE T

FARopol A% 9o AHgE s gleh[]

% IDC FU HEolE U 24 AT HY 201920239 [E9:HY)

3566 2010 2011 2012 2013 2014 2015 2018 2017 2018 2019
1,000 W UHY0E2E
500 E - TRIE R0 SHETAL(I7IEY YEH H120005E), ARTIEFLELUS L HFFE 2
0 ]
2018 2018 2020

(1212 %0 AR ol 48
3 %4

T ®Services W Software Hardware a _]‘i._
(7 1) = oelolE @ BA A% A% of W EaAgAe vHoly @ B

pil

olelg Mulole W B A%
A

o
n[m

=

- 568 -


mailto:hsk6913@naver.com
mailto:rockrool1@naver.com
mailto:helios1127@naver.com
mailto:dhrmsry777@naver.com

=27 ®M27A ®|23 (2020, 11)

B d5s e Assd foez 3Esh
doleE oA o Yozt BGE BT} st
2. 28 7|&
2-1. XG Boost
XGBoost = AE TIW F RA"YS ALREE
dauE]EAd, GAE VHeld FYS g daugEs
AREEIA ol RdS shgste Jlideltt. F ' o
EYES X 2 (Additive) o2, AlGalA A
Urts walS &gl owr HAIZIEAd giEA e
vz oy g2 H4334S Higsted, AlanE
2 T 45717 oldgr o= e o 57]9
los 258 F3& & & Ut}
L() =) b, ys) + D QS

i k

<2 1> HAR
Regularized ¥ objective & A4 33st= Fo] 4. 1 &
loss otk 918 AeA, FEEUt IS o] &=
optimization & 2 4 gloy, H2"HoA AL&3=
Wy o] g4 ofus A& g yUrtdA A e

9 5 v,

£9 =31y 5V + £i(x) + Q)

i=1
a8a gy ANE E5 2 2 gEo=m ZAksk 3
Arrake w) vl oot ol 2pAE e goe
AYE oy HAr}
- ke 1
£ _ Z[giﬁ(xi) + 5;‘h‘ff(xi)] + Q(ft)
i=1

aga 1" Ef HFx

et

q o N APse e

=1 J
et A7Eed BE EdgEE v wEe] e A
Holssng AR dajztes  FxE o
greedy WAOoR §FEAY leal 7} U EHH

s w7l o=

2% Wl AEes 4E 4 gk

meba HIFHoR EU)E uiel e ue AolE

TEFH ARo|5om AL, [3]

c 1 (Zz‘engi)z " (Zlelei)z _ (Eie[gi)Q _
P e, it A T bt A S hit AT

(7)

2-2. Tableau

HA n=UA Q" AAES ] AgoA b me
Aes e Tablea %%’i%% w23 EHA AL BE
Azl A BE S FF dHolHE vkt dd et
QAfol ER xﬁ}o}” Ao 7z defA Sk, Tableau ¢
teFetar F&F Has, wg g 229 dolH
AFUEs 243 uAe] A Fxd g AdSs
Aggek. dely &8s s B elA ARgdhe
delel Alzksk BI ¢l BlE== HelHE dAZstil, ol&

N7tst & % Ak,

2-3. Django

.
i

fﬁzﬂ%
159l dogHo
FILE Ue 7}101
r HALlEE A&5HA MEstE 3
= T DJango = AEA 9 s Al
E AFE &8st g el
dlolg 7wk
A BEA(Ee U2 2
24 (Request)S  7]gdith,. o4& wow
URL 3} POST ®llo]¥] 3= GET do]
k]
¢

o) Z e A oA Elel
AR s)ikste] RPANE opdr), & ol
2ag A wel, delE wolimFEH ARE Y
23, EL Ded G Adue $9U 2 98 9
o] &g Aol A 4 B9 5 (Response) &
Hkgheb=d, Ti SAQ HIML  HelAE  AAsHEA
SHET. Django § ojEYAlolde HPAom offst
Hol ERE HdEdd dis) dHhe] dAE Fdse A=
F445)e) glr.
HTTP URLS
Request (urls.py)
Forward rlequest to
appropriate view
Model read/write View HTTP Response
(models.py) data —> (views.py) (HTML)
Template
(<filename>.html

(719 3) Django &4I%

- 569 -


https://ko.wikipedia.org/wiki/%ED%85%8C%EC%9D%BC%EB%9F%AC_%EA%B8%89%EC%88%98
https://ko.wikipedia.org/wiki/%ED%85%8C%EC%9D%BC%EB%9F%AC_%EA%B8%89%EC%88%98

2020 22fel FAlstewEl 3] =

Data Set

L
M

X Data Set Z7H/¥ Al GjZ2F 0%

3 Web Application £

File £4 Visualization
E2

0| Al1ztst

280 "

Data Analysist

4 27 GO Import, O1F 4=

®

(_j_al 4) ;qi]] ;ﬂ-i 7—1\-1_1,:_

ad 4 = JA AFY FAHAEE dEd adolth
AR~ 7149 3 7hd 918,607 7B real data =
A et 2AS MAste] ek, 7P deol F2
RS MAste] e Ags EAET. o] dlolH
Ao goletAl ol& 1 Ho|A e visualization 33T}
219l
ETCN

Hlojg Y=
#3lE POST CllolE 24 LY
SEARCH ‘ page B A|Zs

what did we do

(12 5) YslolA TAE
O™ 5 = HolA e TERALE ek Tt
wol sl 2ol Fo] Qi 2ol A Hw s
AolA g MUE Fa dua & A B} o W dea
e wMudE gy ®BA o)X, TaEsIAA
BAL ge Ho|x, mEla ol HolAAA F A
AolAg Aew & A A

3-2. 7l A&

Logistic Regression, Random Forest, XGboost, Catboost
% 4709 =99 JEe 22 Sebile 59 Fol data
set o] A&3TE. o] wj ‘olgd AlgHE ol"dA AE
Aol #m s AL WA Fasd
Ftdto] recall o] HEFS o] FI precision 9GA|

=<
a#ste] f1.5 score 7} 71 =2 XGBoost & A A 3T
1

Z1 0]

0.9
0.8
0.7
0.6
0.5
04
0.3
0.2
0.1
0]
Logistic Random Random Xgboost
forest forest{Tuned)
W accuracy M precision M recall f1.5 score

(¥ 6) 29 9

=

ds waL

& s Ao= XGBoost 9 1.5

2 $ oy, AAR ndy
B} dlolgdx A8 4
B3 AMEAEREE dolHE
AW el #HAHY S & 53
olgds o FstA "ok, ol

dol§ S Alztgtsto] E s

L
LR
& stofsta

= ]'—T

0

o o> M
B A
e

]
of
&
9

3-3. 14

a9 7e Qs slo)xe ot w4l
ol el 4t WS Hestel B4 A dolx], 23
5 ol@l AlEg 47 % oA

al'l:»'

JEF 5 Qs

€ O B | by et ek
Bt Tomo ©oojow o PSS O BEI53 4308 B 4903000 B rom O AHATHGIE T Tmins

Qo kaggle

(287) wel 34

U E 288 doly gr= %
A= AOlER o] Fgtt). olw F=
glof ghrh. 1y 82 Alo]ER

(19 8) &1l 3}

a9 9% B4 HoHE JR=she stdolt. #4&
A&st7] fliAE dolel7l 24 A A EA) 8ok ko
[upload] HES &3t Holg7 2= A,

- 570 -



2020 2z2fel FAlstewEl 3| =% H273 H|22 (2020, 11)

I

D2 0|8 ¥4  Gehub Aboutme

R OB | (MEDTraining Data- (174_194) 1.1 2F UY

(29 9) "HelHy ==
HolHE J2=3H v A E Z=E T8 Aso=
A e} rdgo] #Hry, FAE A= HEZE F3
Aztsk "l dislies 99d
olggtE (¥ 11), 174 FTH(AH 12)
Zlwo 2 BAANE AZE g,

)

(19 10) €8+ 8+

Predict customer churn dashboard

oy II

(29 1D ol &&

Predict customer churn dashboard

(13 12) 14 FF

Predict customer churn dashboard

(29 13) A4

4. 2E

L omwellMe AR olgaue] A dds
w4t ol"E 5T £ e oY WA A=PE
Alztaketa glel ks W EEellA AAsta
TR ZRIYLS ol oRE dFT B ohy
oF&gES ATTHoEA £ FEE 45" 1AL
FAdHer T o odv. B, A VEeR
AZtetE diHRES Fd wAs AR R 1Esd
glar olE e uA wele] mgeo] wobd Aol
7l o mellA AdAlsta R 2RO
FAe 1A w2 ey a1 A =
LAAAA e wERe AREE w9 Aol
of &2t

(¥ w=2e FEAETAR GREAGIAAN S
Abdel ARl Fel A ICTEY ZRAE
AE AU

23

(1] 329 9 5 &, 71A%gES &8% 56 B4 F,
AASAEIEY, 3148, 55, 1-10%, 2016

[2] TRIE o] &L HZAHF 7 AA R EA Al 120005 &),
BE7|J BT € F5H83Td

[3] Tianqi Chen & Carlos Guestrin, XGBoost: A Scalable
Tree Boosting System, Proceedings of the 22nd ACM
SIGKDD Conference on Knowledge
Discovery and Data Mining, 2016,
8/13-17, 13 Page.

International
San Francisco,

-571 -


https://dl.acm.org/doi/proceedings/10.1145/2939672
https://dl.acm.org/doi/proceedings/10.1145/2939672
https://dl.acm.org/doi/proceedings/10.1145/2939672



