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요 약
본 논문에서는 라이프로그 데이터를 기반으로 한 행동인식 결과로부터 일상생활의 활동유형을 분석

하는 기술에 대해 제안한다. 실제 일상생활 중에 수집한 가속도 센서 데이터만을 이용하여 분석한

행동인식 결과를 정적-동적 행동으로 분류된 특징 벡터로 나타내었고, 이를 클러스터링하여 6개의

대표 활동유형으로 분류하였다. 50명의 사용자 데이터를 분석하여 정적-동적 활동의 비율에 따른 활

동유형을 분류함으로써 실제 라이프로그 데이터로부터 일상생활 활동유형을 확인하였다.

1. 서론

일상생활 중에도 다양한 센서를 통해 사용자의

행동 및 활동량, 건강상태 등을 인식하는 스마트워

치, 헬스케어 밴드 등 웨어러블 디바이스가 널리 보

급되면서 온바디 센서 기반 행동인식 기술이 활발하

게 연구되고 있다[1]. 이러한 행동인식 결과를 토대

로 애플 워치(Apple Watch), 핏빗(Fitbit), 가민(Garmin)

등의 웨어러블 기기 및 서비스 플랫폼에서는 사용자

의 일상생활 중 활동량 또는 운동량 등의 정보를 제

공하지만, 이는 단순한 통계적인 결과만을 보여준다.

기존 연구에서는 신체 활동량 분석을 통한 운동량

파악의 필요성을 논의하고 설문을 통해 이를 수행하

였으나[2], 실제 라이프로그를 기반으로 신체의 활동

정보를 수집하고 분석하는 연구는 여전히 부족한 실

정이다. 따라서, 본 논문에서는 실생활에서 수집한

라이프로그 데이터를 기반으로 사용자의 일상생활

활동유형을 분석하여 분류하는 기술을 제안한다.

2장에서는 행동인식과 활동량 패턴을 분석한 관련

연구를 소개하고, 3장에서는 행동인식 기술을 활용

하여 일상생활 활동유형을 분석하는 연구 방법을 기

술한다. 4장에서는 연구에서 도출한 결과에 대해 고

찰하고, 마지막으로 5장에서는 본 논문의 연구 결과

를 정리하고 향후 연구방안을 제안한다.

2. 관련 연구

2.1. 행동인식

딥러닝 학습 방법을 이용하여 행동을 인식하는

기술에 관한 연구가 활발히 이루어지고 있다. 이는

온바디 IMU(Inertial Measurement Unit) 센서로부터

수집한 3축 가속도, 각속도, 지자계 데이터를 일정한

크기의 윈도우로 나누고, 다양한 인공신경망 구조를

통해 대표적인 일상생활 행동(ADL, Activities of Da

ily Living), 주로 앉기, 걷기, 뛰기, 눕기, 서기, 계

단 올라가기, 계단 내려가기 등의 행동을 인식하는

방법을 연구한다. 많은 연구에서 딥러닝을 이용한

방법이 특징 추출을 기반으로 한 인식 방법보다 성

능이 뛰어난 것으로 나타났다[3, 4].

2.2. 활동량 패턴 분석

사용자에게 지급한 손목 착용형 밴드를 통해 4주

간 수집된 걸음 수 데이터를 분석하여 개인의 활동

량 변화 패턴을 알아내고, 이를 분석하여 몇 가지

군집으로 나눈 연구가 진행되었다[5]. 위 연구는 일

상생활에서 수집된 데이터를 활용하여 생활 주기(평

일/주말)를 고려해 개인의 요일별 활동량 변화 패턴

을 분석했다는 점에서 의의가 있지만, 운동량 데이

터만을 사용했다는 점에서 한계가 있다.
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3. 연구 방법

3.1. 실험 데이터 수집 및 전처리

성인남녀 50명을 대상으로 연속된 14일 동안 매

일 12시간씩 일상생활에서의 라이프로그 데이터 수

집 실험을 진행하였다[6,7]. 실험 참가자들은 온바디

IMU 센서 중 Empatica E4 손목밴드는 주사용 손의

반대쪽 손목에 착용하고, 4개의 metaMotion 센서는

주사용 손목, 허리, 양발목에 각각 착용하였으며,

모바일 어플리케이션을 이용하여 일상생활 중의 행

동에 대한 레이블을 수시로 입력하였다. 수집한 데

이터 중 분석을 위해서 총 9,866개의 레이블과 약

6,400시간 분량의 센서 데이터를 사용하였다.

실험에 사용한 E4와 metaMotion 센서의 데이터

수집 주기가 32Hz와 20Hz로 서로 다르고 시간 동

기화가 되어있지 않기 때문에, 데이터 전처리를 진

행하였다. 또한, 온바디 센서 특성상 상용 제품이라

하더라도 과도한 움직임에 취약하여 결측 구간 발생

이 불가피하여 이를 위한 전처리가 필요하였다.

E4 센서 데이터가 측정된 시각의 metaMotion 센

서 데이터의 값을 선형 보간법을 이용해 추정한다.

를 측정시간 s에서의 metaMotion 센서의 데이

터로 정의한다. 만약 t라는 시점에 E4 센서 데이터

가 수집되었다면, 두 센서 데이터의 시간을 동기화

하기 위해 의 값을 구해야 한다. metaMotion 센

서 데이터가  , 시간에 수집되었고, 해당 값은 각

각 , 이다. t가 와  사이에 있는 시간

이라면, 는 다음과 같이 추정한다.

 


×  

위의 식을 이용해, 모든 metaMotion 센서 데이터와

E4 센서 데이터의 시간을 동기화하였다.

3.2. 사용자의 행동 분류

각 센서의 3축 가속도 데이터를 n-by-n 행렬 형

태의 윈도우로 만들어 행동 인식기의 입력값으로 사

용한다. 윈도우는 약 2초에 해당하는 E4 데이터와

이에 시간 동기화된 metaMotion 센서 데이터를 포함

한다. 레이블에 해당하는 센서 데이터를 CNN 기반

의 네트워크 모델을 사용하여 학습하였으며[8], 마지

막 softmax classifier를 통해 4가지 기본 행동(앉기,

걷기, 서기, 눕기)을 분류하였다. 사용자별로 학습된

인식 모델을 사용하여 실험일 전체 데이터에 해당하

는 행동인식 결과를 사용자별로 도출하였다.

사용자의 활동유형 분석을 위해 각 사용자의 행동

인식 결과를 나타낼 특징(feature) 벡터를 정의하였

다. 매일 아침 사용자가 센서를 장착하여 실험을 시

작한 시점부터 10시간 동안 수집된 센서 데이터의

행동인식 결과를 특징 벡터로 표현하였다. 하루 동

안의 실험 시간을 10분 단위의 구간으로 나누고, 이

단위시간 동안의 행동인식 결과를 비율로 나타낸다.

이때, 4개의 클래스로 분류한 행동을 정적(앉기와

눕기)-동적(걷기와 서기)인 2개의 활동유형으로 단순

화하고, 정적-동적 활동유형의 비율을 특징값으로

사용하였다. 예를 들어, 단위시간 내에 ‘앉기’ 또는

‘눕기’에 해당하는 행동이 10번, ‘걷기’ 또는 ‘서기’에

해당하는 행동이 20번 나타났다면, 해당 단위시간의

정적 활동의 비율은 1/3, 동적 활동의 비율은 2/3으

로 표현된다. 이렇게 구한 단위시간별 활동유형 비

율의 누적 합을 특징 벡터로 사용한다. 번째 단위

시간의 정적 비율을  , 동적 비율을 라고 정

의한다면, 다음과 같은 식을 통해  과 의 누

적 합 ,  을 구할 수 있다.

  
  

  

 

  
  

  



이처럼 10시간의 실험 시간을 10분 길이의 단위시간

으로 구간을 나누면 60개의 구간이 생기므로, 실험

일 1일은 정적-동적 누적 합에 해당하는 특징 벡터

로 표현할 수 있고 이는 하루의 활동유형을 나타낸

다. 이렇게 누적 합을 사용하면 서로 다른 사용자의

활동유형을 비교할 때 행동의 정확한 발생 시각보다

발생 패턴을 더 쉽게 반영할 수 있다.

3.3. 활동유형 분석

특징 벡터로 표현된 사용자의 활동유형을 스펙트

럼 군집화(spectral clustering) 알고리즘을 이용하여

분류한다. 스펙트럼 군집화는 그래프 기반의 군집화

기법으로, 널리 사용되는 k-means 군집화 기법이

비선형적인 특징 벡터들의 차이를 누지 못하는 단점

을 극복할 수 있는 것으로 알려진 알고리즘이다[9].

유사도 행렬(affinity matrix)로 k=10인 연결상태를

사용하는 k-nearest neighbor graph를 사용하며, 이

과정에서 유클리드 거리함수를 사용한다. 이러한 유
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(그림 2) 6개의 클러스터로 분류한 활동유형 분석 결과

(그림 1) 최적의 클러스터 개수 설정을 위한 분석 결과,

(a) Gap statistic 방법: 클러스터 개수에 따른 gap value

(b) Eigen gap 방법: 인덱스에 따른 eigen gap value

(그림 3) 대표 사용자의 활동유형,

(a) 동적 활동이 많은 유형, (b) 정적 활동이 많은 유형

사도 행렬을 이용하여 정규화된 라플라시안 행렬

(laplacian matrix)을 만들고 고유벡터(eigen vector)

와 고윳값(eigen value)을 구한다. 스펙트럼 군집화

마지막 과정에 각 개체가 속한 클러스터를 라벨링

하기 위해 k-means 군집화를 사용하게 되는데, 이

때 사용할 고유벡터의 특징 개수는 구하고자 하는

클러스터 개수와 같게 설정한다.

클러스터의 개수를 설정하기 위해 gap statistic

방법과 eigen gap을 이용한 방법을 사용한다[10].

Gap statistic 방법은 gap이 크게 감소하는 지점의

클러스터 개수에서 가장 가까운 점을 선택하는 것으

로 알려져 있다[11]. 그림 1 (a)는 데이터셋에 gap

statistic을 적용했을 때 클러스터 개수에 따른 gap

value를 나타낸 그래프로, 클러스터 개수가 5개와 6

개 사이에서 기울기가 크게 감소하는 것을 확인할

수 있다. Eigen gap을 이용한 방법은 정렬된 고윳

값 간의 차이(eigen gap)가 큰 지점으로부터 클러스

터의 개수를 휴리스틱하게 추측한다. 그림 1 (b)는

데이터셋으로부터 도출한 eigen gap의 값을 나타내

는 그래프로, 이상의 결과를 토대로 활동유형 분류

를 위한 최적의 클러스터 개수를 6개로 선택하였다.

4. 연구 결과

전체 사용자의 실험일별 특징 벡터를 6개의 클러

스터로 나누고, 각 클러스터에 해당하는 6개의 대표

활동유형을 그림 2와 같이 하루 중 시간에 따른 누

적 그래프로 나타내었다. 실선은 정적 활동을, 점선

은 동적 활동을 나타내며, x축은 센서 장착 시점부

터 단위시간의 경과를, y축은 각 시점의 활동 비율

의 누적 합을 나타낸다. 따라서 그래프의 기울기를

통해 해당 시점에 어떤 활동이 많이 발생했는지 확

인할 수 있다.

실험 참가자 대부분이 앉아 있는 시간이 많은 학

생 혹은 직장인인 관계로 전체의 78%에 해당하는

실험일이 정적 활동이 우세한 Inactive 활동유형으로

분류되었다. 그림 2 (a) Inactive-1 유형은 정적-동

적 활동의 비율 차이가 가장 큰 유형으로 정적 활동

이 우세하며, (b) Inactive-2 유형은 이전 유형에 비

해 늦은 시간에 조금 더 활동적인 유형이다. 그림 2

(c) Inactive-3 유형과 (d) Inactive-4 유형도 마찬가지

로 정적 활동이 우세하며, 동적 활동을 나타내는 그

래프가 계속 상승하는 것을 보아, 이른 시간에 많지

않지만 잦은 활동을 꾸준히 하는 것으로 보인다. 그

림 2 (e) Similar 유형은 정적 활동과 동적 활동의 시

간이 서로 비슷한 활동유형을 보이며, 마지막으로 (f)

Active 유형은 걷거나 서 있는 동적 활동 시간이 앉

아 있는 정적 활동 시간보다 많은 유형으로, 이러한

유형은 평일보다는 주말이나 공휴일에 많이 나타나

는 것을 확인하였다.

마지막으로, 각 사용자 별 활동유형을 레이더 차

트로 나타내였다. 차트 항목은 정적(Inactive) 유형에
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서부터 동적(active) 유형을 시계방향 순으로 표시하

였고, 축은 각 활동유형에 해당하는 실험일 카운트

를 의미한다. 그림 3은 대표 사용자 유형을 나타내

는데, (a) 8번 사용자는 대부분의 실험일이 비교적

동적 활동이 우세한 Inactive-4 유형과 Active, 혹은

Similar 유형에 걸쳐 나타나는 동적 활동유형을 보이

는 반면, (b) 117번 사용자는 거의 모든 실험일이 정

적 활동이 우세한 Inactive-1과 Inactive-2 유형에 해

당하는 정적인 활동유형을 보이는 것을 확인하였다.

5. 결론

본 논문에서는 실제 일상생활에서 수집한 가속도

센서 데이터만을 이용하여 분석한 행동인식 결과를

정적-동적 행동으로 분류된 특징 벡터로 나타내었

고, 이를 스펙트럼 군집화 방법을 사용하여 6개의

일상생활 활동유형으로 분류하였다. 이를 위해 이론

적으로 검증된 gap statistic 및 eigen gap 방법을

이용하여 최적의 클러스터 개수를 도출하였고, 50명

의 사용자의 일상생활 활동유형을 분석하였다. 이러

한 분석 결과는 개인의 활동유형 및 생활주기를 파

악하고 피드백하는 데 사용될 수 있다.

본 논문에서 사용된 3축 가속도 센서 데이터 외에

도 향후 3축 각속도 센서 데이터와 지자기 센서 데

이터, 심박수 데이터나 위치 정보 등 다양한 종류의

라이프로그 데이터를 활용한다면, 다차원의 분석이

가능할 것으로 생각된다.
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