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g AT 82 A8 ALY TR ON W A BA Jge uP & L] As) g A

gxo] o FHaE o] k. B A oA dmEg 53 MZ g sdre ¥4 dAis
FFES dle] Ze A B A FASHEA 2 AAY B A5S FAAT| A S}, wd, 7E
NMS Aol EA AL shobati A= NMS A9l G-NMS B Algreth. (0CO dHlolE® Ad A A2 e
el Bx Ay 8-S 53k 30fps o] AAZ ©XE A Z A thdk AP 7} 0.5~1.5%
FeHNEE SARlSln. Al GNS A HEAl 2 Al HE AR©] 2.6-3.8% FsEALH, &
MAS 38 AA mAP 7} 0.7~0.9% A5HASS skt
1. M2 npxjuto 2 AR €] Aol 7 I

Z: ; Al A

# = CNN(Convolutional Neural Network) 7]< <] NS COCO  ®lolH[3]= Et‘i—’o}oqo _EA]_{}
W ow rhekst A Ha] Sfo] Heg sl WEAZIEA ARE @e] B S Sl
AgH ok, AA g@H daugFe] Ads HUh
Hwow dyl ol= W29l mAP(mean average

precision)t= Aty B AAE, dwhy HF3H
gxdE=xs Hrbget. 59, 00 o
ImageNet o= 22 A=
HSAT w5 ol7] 9
Zol, AHISA A W <
FAlolH[1,2].  F3l, A2 Aol AAE
B35 7] 9siA AFREE wpE E <lE olmx| ¢
RS 17}/‘]7]L o|m =] ¥ 2}v] = (image pyramid)

yRiol 3 gy, 28 13 o] ofujA| 4]
HA e %7}/\]%‘ g wdiz 2 4719 AAE 2
B2 5 5 = -
HAB] ReA S tradeoff 7} WA, (19 1) 608603 Ad=d o, 2 7ﬂx1](JJra‘rAn %
2 me A oA e) SRS B ste] AAl ga)z wxsA Be 3995 A do)2
B AahE AR o 00s oo AN WA A%
HAowks o sl A2 At g@A4 e
AN A4 Oﬂ g &4 45 PP 7 2. ME O sfatze| BX YoE
gt 3k, T €4 AR5S A7 sE 7] Non- BT A= AAZF AA 9X=2 95te] one-
Maximum Suppression(NMS) 2o #AH & 7HAH38H7]  stage Held Fxz2 wE 23 Ehx|ofA

23te], bounding box & 7|sFsrA el FAAE e o] €FHE YOLOV4[4]E AFESEI o™, Ubuntu 18.04
Zgu2 w2 NS WAS aotsith. LTS 0S, Intel(R) Core(TM) i7-9700 CPU, NVIDIA RIX
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2080TT GPU, 16GB RAM 7oAl A& X &sisitt.

WA 3 1 3 o] (0CO TEST dlo]ele] thsk
YOLOv4 o 9 side ¥ Age 2 AHgEeEs
SAs Y. A8 =Tt AdFE F2 A
gk 81 A= AT B =R s AA)

AR o] B 5 fARAA T AR GA 4B

FAA7)7) 8, wAP 7F HHQl 608<608 A=
bounding box £& & AA &7t 7P A&

384x384 3|9 bounding box 53 UAEFFAT}.
a1 Zo]  ZFZ9]  Greedy-NMS[1], Diou-NMS[5],
WBF[6]= AAA v &A Ao Hes 545+
AHS et on, old st A= % 2 ¢ Zr,

YOLOv4 €]

<X 1> Greedy-NMS & A}&3I31S uw sjg=wd
| o3t average

A8 %= (mAP 2 small/medium/large object ©l
precision) % ‘j‘ 2] ¥4 = (frames per second)

sd= | mAP | AP(S) | APQD | AP(L) FPS

384 40.3% 19.0% 43.6% 56.1% 91.1

416 41.2% 20. 4% 44 4% 56.0% 86.0

512 43.0% 24 . 3% 46.1% 55.2% 74 .4

608 43.5% 26.7% 46.7% 53.3% 58.6

704 43.1% 28.0% 46 .8% 49.9% 48.9

800 42 .0% 28.8% 46.3% 32.9% 39.1
<3 2> AT 384%384 9} 608<608 ¢ bounding box E&
e He Ao BEE

NMS mAP | AP(S) | APQD) | AP(L) FPS

Greedy 44.2% | 25.9% 47 .0% 56.6% 36.3

[1]

Diou 44 5% | 26.2% 47 .5% 56.9% 36.2

(5]

Diou + | 45.1% | 26.7% | 48.2% | 57.6% | 35.5
WBF[6]

A3 A3 mAP = 608%608 7]w=O®2 0.7~1.6%
Aestg om | 96X96 B & AAe] oisk AP(L):=
3.3~4.3% 439 A &% T3 30fps o] =
A A 7F %X]é *ﬂﬁo}iiv}. e, COCO Hlo] ¥ ol A
2o Al el 32x32 0]kl 7)o A
o3k AP(S)E= 0~0.8% 7FA23FIth. o] 384%x384 ¢
=] g2 Aol tist & A5 o] 608<608 K.t}

7.7% £A 7] ujioll, 384x384 o] & A ©A
ATt PdRE e Age] wE APS) 7ol
s orh. wpeba] 384384 9] bounding box &
A7]7}F 32%32 Bt} Z& hounding box & A A=

7t AHAS FEsiglar, 32x32 Btk e Ao

il
o

o2

N

s AP 7} 608608 ¥ HuEFFS wl 0.3~0.7%
Z7heS Sl gri(E 3 #Fx). wI AgEHErt

FrALEE 800X800 I vuERe o, IAE WHS
mAP ¢} AP(L)S Z}7} 2.4~3.1%, 23.7~2
A2 FAAssi.

M=

<3

3> ¥ 204 384%384 9] 32%32 Ht} 22 hounding
box &5 F7t= AA% A3}

NMS mAP AP(S) | APQMD AP(L) FPS
Greedy 44.4% | 27.0% | 47.0% | 56.6% 36.3
[1]
Diou 44.8% | 27.4% | 47.5% | 56.9% 36.2
(5]
Diou + 45.1% | 27.4% | 48.2% | 57.6% 35.5
WBF[6]

3. Geometric NMS
2 AFoA = =
Ndst7] f1ste], A= NMS B
NIS)S Alersttl. 7] NMS ]2 53k class ol
t3te] confidence score 7} =& <A W|Z bounding
55 A4ds %o, 7F co
[e]

B4 gEe REE O
ol
-

G-NMS(Geometric

box E& nfidence 7} E'iﬁ
bounding box ¢} 10U 7} €A o]4+2l bounding box &

A3 A AT ez dAdsta AR
ds 5o I¥ 29 Zo], MSHdl= T3 =&
HAGARE, NS o]Fell= T3] TS A

bounding box £°] ¥ AtgpA&= 497 EAYgr.
o]+ 10U 7} ¥ bounding box 7te] =
vebd 2 5 bounding box ¢ 7] 0}51 Al FAA L}
TYvl= sk XS] woltk. =, A
323l bounding box 5 AAA A TE, NMS 37 of A
bounding box & AATC=ZH TP(True-Positive)”}
Aawa AA wAP 7F Fas e EAZE S S

(¥ 2) NMS &
S o EAEo] HIA

ol#lgk V&

24 e

2] 9 dstz] 915t
G-NMS *21& AIQFSE. G-NMS
=24 Ad9 bounding box ¢

K=
WA, =D

%

o\

ol >
= rlo afu
)

0o}
o
)

bonding box
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71584 AR E 71 Diou-NMS[5]olA A&+
penalty term < A}&3}3Tl. Diou-NMS 9] penalty
term < % bounding box 7+9] F4] A9} F bounding
box & ¥ & box 9 Wizl HE&S AMEEH]
ol T4 AYE 0~1Al2 REF37F 7Hs st
F3Y)= F bounding box 7Fe] HH| e} Fole] HIES
b7y 22 3hs 2 e E Umo=EA 0~1 Aol
xwskel s AREsESlY. 7lskE e T4 AR s
=30 ARE ZA)o AFE-3Fo Z M hounding box S©|

2o AAE gA g AAA o tigk HrtE & 4 Q).
F 43 719 NS A 3 G-NMS W] o] AvE v sk
Zolw, ® 5 & GNMIS 9 AFAH< Ad Ays
UERA T
<% 4> ¥ 39 ABE G-NMS 9] A% nask A
NMS Greedy[1] | Dioul[5] | DioutWBE[6] | G-NMS
mAP 44 4% 44 . 8% 45.1% 45.3%
mAP(50) 66.4% 66.5% 66.4% 65.4%
mAP(75) 48.3% 48.8% 49.5% 50.5%
AP(S) 27.0% 27 .4% 27.4% 27 .6%
AP(M) 47 .0% 47 .5% 48 . 2% 48.6%
AP(L) 56.6% 56.9% 57.6% 57.8%
AR(1) 34.9% 34.9% 35.0% 35.1%
AR(10) 55.7% 56.5% 56. 4% 57.2%
AR(100) | 58.9% 60.1% 59.9% 61.2%
AR(S) 39.6% 40.6% 39.6% 40.3%
AR(M) 62. 4% 63.9% 64.6% 66.2%
AR(L) 74 . 3% 75.6% 75.4% 76.9%
FPS 36.3 36.2 35.5 35.5

&l o
qés

<¥ 5 FIHE 0.6°0=
o] G-NMS A5

FASIL Diou S =

Diou 0.1 0.07 0.05
mAP 45.3% 45.3% 45.1%
mAP(50) 65.4% 64.7% 63.9%
mAP(75) 50.5% 50.7% 50.7%

AP(S) 27 .6% 27.6% 27.6%

AP(M) 48.6% 48.5% 48.4%

AP(L) 57.8% 57.8% 57.6%

AR(1) 35.1% 35.0% 35.0%

AR(10) 57.2% 57.5% 57.5%

AR(100) 61.2% 61.7% 62.0%

AR(S) 40.3% 40.4% 40.4%

AR(M) 66.2% 66.7% 67.1%

AR(L) 76.9% 77 . 8% 78.1%

A Ay, NS & dAAHS= mAP 7F 0~0.2%
s Folsdct, Tg, 10U 7F 0.5 A
mAP(50)°] 1% TAaHFHRo, 10U 7F 0.75 & uw=
mAP(75)7} 1% Z7}8+S #olstd}. mak, = 2049
ek AP(L)E 0-0.2% Wz 2 WEo] gldlony,

recall AR& 1.5~2.7%7} aA=S dolsei}. o=

G-NMS 7} 7]€9] NMS ®HAlHt}h bounding box 7HY

FHAAE o F Fodsle] Hi EAEY ©A
bounding box 2] AAE WAHEES u|dt}. G-

NS ¢ dag]Fe o3 2.

Algorithm 1. G-NMS

Input

B: Detected boxes with different resolutions
(Each box has x,y,w,h and confidence score)
W: Threshold for width ratio of two boxes
H: Threshold for height ratio of two boxes
Output

Detected boxes processed by G-NMS

Sort B in order of high confidence score

for { = 0 to number of B do
if B[i]’s confidence score is 0 do
continue
for j = { + 1 to number of B do
if B[i].w > B[{].w do
ratio_w = B[i{].w/B[j].w
else do
ratio_w = B[j].w/B[{].w
if B[j].h > B[i].h do
ratio_h = B[{].h/B[;].h
else do
ratio_h = B[;].h/B[{].h
if (diou(B[i], B[;]) <D && ratio_w > W
&& ratio_h > H) do
change confidence score of B[] to zero

<E 6> C0CO 1E1 =43 71 WA (YOLOv4[4] 2

SNIPER[2]) = At W] 445 Blnl
iy g mAP AP(S) AP(M) | AP(L) FPS
YOLOv4 | 384%384 | 40.3% | 19.0% | 43.6% | 56.1% 91
[4] 608608 | 43.5% | 26.7% | 46.7% | 53.5% 59
800800 | 42.0% | 28.8% | 46.3% | 32.9% 39
Aok | 45.3% | 27.6% | 48.6% | 57.8% 36
384384 & (2080T1)
608 < 608
e
+ G-NMS
SNIPER | 512x408 & | 46.1% | 29.6% | 48.9% | 58.1% 5
[2] 1280 <800 & (V100)
2000 < 1400
G

ko 2 ob s WAl G-NMS WA S AjFe
Aot W s]= ugwg(YOLosz[ 1 2 SNIPER[2D&
vastd E 63 2o 58 @ 719 AAE
BT g5 94 zﬂom SNIPER ¢} W]als}oi i,
Aob W o] A sk} _:’_7'” ake] UA 25S &g
Z= olt}h, wkd V100([2]9A] =49 GPU) Ko} A5 o]
A "olAE 208071 oA A AHEEYS
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SNIPER ©f] H]3}o]

A= wlg- gyl

/‘/\1 HH

2
= T

Fop=

P & 4717 99
ATt e #e @7)e)

2k AR gA o Fe il

AAE & A7 SAElA olmA] S EE S7HAE
A, 2 AAE F ©HASA S trade-off 7F
gt 2 AFoA e olye EAE sAsH]
ste] AAIZE ARlE wSshe g3AQ on|A
gn = A o] oFAE WS ARFESITE. C0CO
glo]E] &2 YOLOv4 o] A& Az}, 384 2 608 s|A=
MA ¥4 bounding box E2 UAETOEHN S
AA o] &R Ao FAFHEA 2 AA e §A e

FtE s gelssitt.

w3 7]E NMS WAle % bounding box ZFY]
7188t ARl At F3H = aHEHA &g A, TH
bounding box < A|AsHTE. ©]= F bounding
box 7} ®A& ZA7F vEelx= EFsta sk
bounding box & AATSZHN, True-Positive =
DA A, webA mAP 7} ZAEE A7 AT
AT olHd ZAE siAs] fske] 10U 7F
old Diou penalty term 3 30| E 1H3}= M2 S

NMS HF21 91 G-NMS & Aorslsith. Aloks G-NMS w22
5o AP 9@ AR AT E7} MAEE a9t 98e
gelsted
Aol 2
o] =ROo  2018d%  wW{Ho  zYow

AT A ] 7] ZAFAL (2018R1DIA1A09081924)

o219 % FAIU|EARFAN] AR
AT G-AFuEd ol F A AAQEAE AUAY
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