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FOR each node in nodelist
FOR from startday to endday
Open power usage file of each server
IF starttime <= timestamp <=endtime THEN

Accumulate power usage

Calculate average power usage
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