1. M2

[
j?_ll
o,
oY
2
o
tot
tl
0%
td

g,

o
N,
(i
o
2
offt
)
r o

A2 2l
g2 RdaeE g2 FENeuron)oll A A SE
29to] A (Spike)ell W A& ADARE TAHS
Hh-g-3sh=
Kol gk AAZF A& 5

As Har ATH1,2]. ] A~utold] A7 3]

2020 2z2fel FAlstewEl 3| =% H273 H|22 (2020, 11)

Spiking Neural Networks & F7td4t sadaud&E

o

o] 7 8»
S EEET I EERE T
khlee@ptu.ac.kr

Interval Arithmetic Learning Algorithm for Spiking Neural
Networks

Kyunghee Lee*
*Dept. of Info. & Comm., PyeongTaek University

o ot
pd =
B =M s 2307 72(Spiking Neuron)E°] 5% XElA (Coulomb Energy Potential)
S A= 2eld] AAs|Rdd e d5du]Hs dukelste] 3k Ak(Interval Arithmetic)2] St
o] 7be e shag g Ss Atttk Adtee eSS 99 dolHZA F{k(Interval) Ul
ol e} ¥RIE(Point) HIOIEE EF &5 & 4 v dntsly ggdugFozA 3ius HiFE
Al EZ o) HE F3le] W9l (Lower bound & Upper bound)E 7FA & F7HE|o]E] 9} ¥ QI EHolE 9 5%
ARl gFo] 7hsstal ML 7FA 2= 8l (expert system)ol| A1 €] “don’ t care attributes” ] F SolE &&
o] 7bsds Heltt
expA = explal,a* ] = [expd!, exp a* |

3 =2 7}7F

S = 27 gepan,
S22 THAM B

o zuely AAFuge
E%EH %}\éo Al %x]-o]/\l % ;\]Zl_xq 7@
o

w3 Elelw AR o3t

=
o
E_ A
_ - o135k Ailol7] =2 ;o - ; ,
i atosn o €SiE g S ST S et 0,4
BognE4l B oERAAE el sbed aok g0 DT T T
- - — [e] A ’ .
. - - j ierj ak-1Wij Vi
B S5 4 Qb s g gaegonel PO = ot
]
A4S AlRbstar gk HAFE AlEHoldS 5ot e® = 1p exp(1—1/p)
FarelolE st EAEHolH A FAeA H&E F 9 y,(Vet) =y (Inet met] = [ 3, net), 3, (et |
o5 wolr} where yi®) = e(t—t;—d¥)
_ ot = Mo wReEE Zte A3bo]F] 2174 3|=e
2. 2mold HF=|zat Pl =g ZE X 94 (Coulomb Potential)el] 23t
2.1 7L the 3 ol B & Avk7].
Az =g StEsdaueEs ey AE U= G L sign(a )|t ¢
NEHel Frigate Bt 2es) PR 2pol 7 MES oA ] B oliA] g
FaE oE @ S Azds) A AEA 29E et o,
A+B=[a',a*] + [b},b¥] = [a' + B!, a*+ bY] (2-1) awl = - ;_‘Pk
T R el o wpeba] 2ol WEAZS] S4e et g
w m-at,m-a* if m>= - o '
m-A=m-ld, a ]_{ [m-a*,m-a'] if m<o0 Awf; = %n{ yi"(tj‘ll) 6]“1— y{‘(t}’l) 6]?’l+ yi"(tfu) 5]-‘1“
@22) ) o)
bl ) A5

where w; =0

- 793 -

o17]4 12 dolg e FHskAl, us= dvlolE e HhA

2~
Eloln) ARs} =03 AAIC Aste 3w Aus
Tafo] o] oA
oy RRo|Uh[3,4]. B, AIRF t oM tHE 2ol



2020 22fel FA stz 3|

=27 ®M27A ®|23 (2020, 11)

3. dFE AlgdolM
2wl A7 kel Az )
nyFe] Aes FAsty] st 7&%1 A5FE A

dold A7E Bk A Ay

2% doly SgEAPor | A Avo| YN A LS

AREEFQITE 3 1 ol Ao AbEg 3t dlojE e 2

JE dHolHE yEhith AMA APl AR F8

et B 25 8<58=0.0000002, L=2, M=600, 7} 2] ¢]

Z7135=0.0~1.0, <5315 (epoch)=8 <] 7S B35}

A3ttt 29 194 E 5o JPAAHS Bolr)

gt&o] ZAEHA classl I class2 & 9 o]
st ggo]l & o]FAAAE FHE B F 9t 53,

3 EJE o]
shsdlolE (FRHdolE B ¥RIE HolH)-2 A9 A
[0.00 10.00] [10.00 10.001 [0.00 0.00] [5.00 5.00]1 [1.00 1.00]
[8.00 8.00] [9.00 9.00] [10.00 10.00]
[0.00 10.00] [4.00 4.00] [1.00 1.00] [5.00 5.00] [9.00 9.00]
[0.00 0.00] [9.00 9.00] [6.00 6.00]
[0.00 20.00] [16.00 20.00] [1.00 1.00] [6.00 6.00]
[12.00 12.00] [17.00 17.00] [15.00 15.00] [16.00 16.00]
[16.00 20.00] [0.00 20.00] [17.00 17.00] [15.00 15.00]
[17.00 17.00] [1.00 1.00] [4.00 4.00] [6.00 6.00]

5 7|9 3o 93k yolEe &
| TxbdolE 2 +LEcﬂ olE] 2 1}

ehllty, FRA Shgel AREE T8 debrERe 8
% §=0.0000005, &}<5319(epoch)=12, 7]E}2] w}&}v]E
= AAA AdANA e Fdeirt. AWHA AP}
o] shFol ]ggﬂ‘ﬂ}ﬂ TG dHolH<Ql class2 <

\\\\\

\\\\\\\\\\\\\\\

\\\\\

R

**********

- 794 -

(d)
(2" D 270 99 dHole9 g5 W34 ((a)
epoch=2, (b) epoch=4, (c) epoch=6, (d) epoch=8))

<E 2> 57 99 g5 Y3k 7 © EolE "oy

g dlolE (?‘ﬂﬂlOlH 2 EQE dHolE)-5 MY

[0.0 5.0 [4.0 4.0] [5.0 5.0] [15.0 20.0] [16.0 16.0] [17.0 17.0]
[15.0 20.0] [15.0 15.0] [16.0 16.0] [0.0 5.0] [3.0 3.0] [4.0 4.0]

[0.0 5.0] [1.0 1.0] [4.0 4.0] [15.0 20.0] [16.0 16.0] [15.0 15.0]
[0.0 5.0] [1.0 1.0] [4.0 4.0] [15.0 20.0] [14.0 14.0] [15.0 15.]

[8.0 12.0] [13.0 13.0] [8.0 8.0] [11.0 11.0]
[12.0 12.0] [10.0 10.0] [9.0 9.0]

[8.0 12.0] [8.0 8.0] [8.0 8.0] [8.0 8.0]
[11.0 11.0] [10.0 10.0] [12.0 12.0]

4 e s s o on
‘‘‘‘‘‘‘
\\\\\\\\\\\

...........

a + + e+ e o
,,,,,,,,,,,
\\\\\\
H 4 3 8 o 2 14 16 18 20
woF o4 * [ ¥
»»»»»»»»»»»»
S T T
;;;;;; Ao o= o
B T
‘‘‘‘‘‘‘‘‘‘‘‘
14}
12
10}
P
33 ‘
‘‘‘‘‘‘‘‘‘‘‘‘
L T S R S
3 + + b e
2 v ¥
,,,,,,,,,,,,
o 2 1 6 1 o 12 14 16 13 o



2020 222l FAlEt =S E 3] =

AAAAAAAAAA

AAAAAAAAAAAA
...........
‘‘‘‘‘‘

,,,,,,,,,,,

............
~~~~~~
~~~~~~~~~~~

(©

************
,,,,,,

\\\\\\

,,,,,,
»»»»»»»»»»»»
EE R

————————————

(d)

.......
xxxxxxxxxxx

xxxxxxxxxxx

...........

............

\\\\\\\\\\\\\

\\\\\\
......

>>>>>>

U]
(2% 2) 570 49 doly e sk WA
(b) epoch=4, (c) epoch=6, (d) epoch=8,
epoch=12)

((a) epoch=2,
(e) epoch=10, (f)

o1

ot 9
3T

SRR

i

o
oj)
il
z

UEECEES
kel

A

2(f)
14

C rlo

i)
iy
o
S~

13+ 4

_{

Ea

i r}m M
T

EEAME FadelHe EJAEH S

9Y volHz sg5d 5 = ZFAUA 7Nk A9t

o7 AA3 = stedaeEE Altatltt
upebA], AEAQ1 A A TA| Hlol A 5785 He
(lower bound & upper bound)9] #S 7HA& A4 ®
dlo]EH(F-1tdl ol E)7F EIEH ol of TdS ¢
o|HEA £uto]lF] AAZ| =g AA=HA F
o] 7begk garglFolry g dque] B 5o
FRIE dolHE A2 JiFe Fiidolg®E ®
Hol] 7o my 5o AIbe =Y
3 FEjo] EA JAdtGo HA HLo] 7
o ey AEgHe
delo] wojof sh=
H 7k Foll S8k A
fst

TE

O

[1] H.Fang, Y.Wang, J.He, and S.Liu, “Temporal pattern
recognition using spiking neural networks for cortical
neuronal spike train decoding”, Proceedings of the 17th
World Congress The international
Automatic Control, 5203-5208, 2008.

[2] A.gupta, Lyte N.Long, “Character Recognition using
Spiking Neural Networks”, 2007 International Joint
Conference on Neural Networks (IJCNN 2007), 53-58,
2007.

[3] Booij, O., and Nguyen, H., “A gradient descent rule for
spiking neurons emitting multiple spikes,” Information
Processing Letters, Vol. 95, No. 6, 552-558, 2005.

[4] S.Shrestha and Q.Song, “Adaptive Delay Learning in
SpikeProp Based on Delay Convergence Analysis,” 2016
International Joint Conference on Neural Networks
(IJCNN 2016), 277-284, 2016.

[5] G.Alefeld and J.Herzberger, Introduction to Interval
Computations. Academic Press. New York.

[6] S.Bohte, “The Evidence for Neural Information Processing

With Precise Spike-Time: A Survey,” Natural Computing,

vol. 3,2, 195-206, 2004.

S.Shrestha and Q.Song, “Weight Convergence of
SpikeProp and Adaptive Learning Rate,” in Proceedings
of 51st Annual Allerton Conference on Communication
Control and Computing, 506-511, 2013.

[8] C.Scofield, “Learning internal representations in the
coulomb energy network”, Proceedings of the IEEE
International Conference on Neural Networks, Vol.1, 271-
276, 1988.

Federation of

(7]





