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1. Introduction

    Residual  Neural  Network  (ResNet)  and

Swin  Transformer  have  proven  effective  in

disease  diagnosis  and  classification  [1,2].

They can differentiate between normal chest

X-rays and those indicating pneumonia. 

    Pneumonia  is  a  respiratory  infectious

disease that affects the lungs and can cause

death,  particularly  in  children.  It  involves

alveoli  -the  small  sacs  in  the  lungs-  being

filled  with  pus  and  fluid,  making  breathing

painful and hindering oxygen intake. It is one

of  the  leading  causes  of  infection-related

deaths in children. 

    Pneumonia  can  be  diagnosed  by

radiological  imaging,  such  as  X-rays  and

computed  tomography  (CT).  Chest  X-ray

images  usually  show  blurry  parts  of  the

bronchial  tubes  and  alveoli,  indicating
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suspected  pneumonia.  Chest  X-ray  images

from  different  databases  have  been

accumulated over the years to help detect

pneumonia  and  further  improve  the  deep-

learning  model  performance.  Recently,

studies on detecting and predicting diseases

with  deep  learning  have  been  thoroughly

conducted  in  Computer  Aided  Diagnosis

(CAD)  and  obtained  good  performance  in

several  medical  fields,  including  radiology

[3]. It is used to help medical professionals

to  save  time,  and  effort,  and  improve

accuracy  in  pneumonia  diagnosis.  Recent

studies  showed  that  ResNet  and  Swin

Transformer  give  various  degrees  of

accuracy in diagnosing pneumonia [4,5].  In

fact, it is unclear which of them is superior to

the other. Therefore, this study is aimed to

compare  the  performance  of  ResNet  and

Swin  Transformer  in  reading  chest  X-rays

and diagnosing pneumonia. Figure 1 depicts

the proposed scheme of the experiment[6].

Figure 1 ResNet and Swin extract the feature.

2. Related works

    ResNet and Swin Transformer have been

intensively  used  to  improve  pneumonia

diagnosis  [1,2].  In  one  study,  ResNet is

employed to classify X-ray chest images into

three  classes:  Normal,  COVID-19,  and

pneumonia.  The  study  have  shown  that

ResNet  performs  well  on  the  image

recognition  task  and  were  helpful  in

pneumonia  diagnostics  [7].  While  Swin

Transformer  is  a  type  of  neural  network

architecture  that  produces  a  hierarchical

feature  representation  and  has  linear

computational  complexity  with  respect  to

input image size [2]. It has been used in the

field  of  medical  imaging  to  identify

pneumonia [3].  

      The  ResNet  yielded  an  accuracy  of

78.73%, for classifying an X-ray image on its

possibility  of  exhibiting  the  early  stages  of

pneumonia  [8].  ResNet  reported  classifying

pneumonia  better  than  other  backbone

networks  [4].  Moreover,  integrating  ResNet

with  the  empirical  wavelet  transform  and

temporal  convolutional  neural  network

produced  99.5%  accuracy  in  classifying

pneumonia [5]. 

    Furthermore,  the  Swin  Transformer

backbone network optimized for chest X-rays

achieved an accuracy of 97.2% in detecting

pneumonia after five epochs of training [3]. 

     Therefore, it is obvious that both ResNet

and  Swin  transformer  are  efficient  in

detecting  pneumonia  chest  images.

However, it is unclear which is the best for

detecting pneumonia. Hence, this study will

compare  the  performance  of  ResNet  and

Swin  transformer  in  classifying  chest

pneumonia. 

3. Methods

3.1. Dataset

    The  dataset  used  is  released  from

Guangzhou  Women  and  Children’s  Medical

Center,  Guangzhou  and  available  in

Kaggle[8]. Figure 2 depicts examples of the

dataset.  The  dataset  contains  5,863

children's X-Ray chest images saved in JPEG

format. The dataset includes two categories,

“normal” and “pneumonia”.

https://www.sciencedirect.com/science/article/pii/S0957417422007527
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Figure 2 Data Samples 

3.2. Experiment setup

    Both ResNet and Swin were given 512 x

512 pixel input images. The dataset is split

into 3:1 ratio for  train  and test.  The batch

size is set for 4. ResNet used a LR of 1e-4,

while  Swin  used  1e-6.  Both  models  were

trained for ten epochs.

4. Experiment result

    During this experiment, both ResNet and

Swin demonstrated  high levels of accuracy.

However,  according  to  the  loss  function

scores ResNet model achieved lowest loss of

0.0001  with  an  accuracy  of  99.00% in  the

tenth epoch, while Swin got the lowest score

of 0.002 with an accuracy of 98.31% in the

nineth epoch. Table 1 depicts the results of

all the test data loss per epoch. One reason

for this difference between ResNet and Swin

performance  is  that  Swin  may  attribute  to

the  factors  such  as  the  dataset  used,  the

model  configuration,  and the complexity of

the task [2].

Table 1 ResNet and Swin loss score

5. Conclusions 

    From  the  experiments  above  we  can

safely conclude that both ResNet and Swin

can  accurately  classify  pneumonia from X-

ray  images. In  our  results  ResNet

outperformed Swin in terms of accuracy. This

may be due to factors such as the dataset

used,  the  model  configuration,  and  the

complexity  of  the  task.  To  find  the  exact

reason for these differences we are currently

working  on  additional  experiments  with

different configurations.
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