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Deep neural networks (DNNs) have been widely used in various applications, however, the

computational  complexity  and  memory  requirements  of  DNNs  are  becoming  increasingly

challenging,  especially  in  resource-constrained  devices  such  as  mobile  phones  and

embedded  systems.   In  this  paper,  we  propose  a  lightweight  DNN model  using  channel

pruning  to  address  the  computational  complexity  and  memory  requirements  of  DNNs  in

resource-constrained devices. Our approach combines channel pruning with transfer learning

to maintain accuracy. Evaluation on the CIFAR-10 dataset shows improved performance with

78%  test  accuracy,  89%  train  accuracy,  and  73%  validation  accuracy  compared  to  the

unpruned model. The pruned model is suitable for applications with limited computational

resources.
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1. Introduction

  AI  and  DL  have  achieved  remarkable

success  in  various  fields  such  as  image

recognition [1], natural language processing

[2],  and  speech  recognition  [3].  However,

the high computational requirements, large

storage,  and  longer  training  times

associated with DL models have created a

need for lightweight models that can run on

resource-constrained  devices.  Channel

pruning  is  an  effective  approach  for

developing  lightweight  DNN  models  by

removing redundant  connections  from pre-

trained models, resulting in a more compact

and efficient model [4]. 

The main contribution of the study includes:

 Applying  transfer  learning  approach

to the pre-trained ResNet50 and fine-

tune it on CIFAR10 dataset.

 Dense  layer  added  after  Global

Average  Pooling  for  flexibility  and

accuracy enhancement.

 Fine-tuning  the  pruned  model  on

CIFAR-10 dataset to compensate the

loss  accuracy  due  to  channel

pruning.

2. Related Works

Channel  pruning  is  a  hot  topic  of

discussion for many years since 1990’s [5,

6].  [7] introduced a novel channel  pruning

technique  that  balances  computational

complexity and accuracy in neural networks.

Similarly,  [8]  presents  a  heuristic-based

filter  pruning  method  for  deep  neural

networks, enabling deployment on resource-

constrained  devices.  The  method  is

validated  on  diverse  architectures  and

datasets  such  as  AlexNet,  VGG16,

ResNet34,  CIFAR10,  CIFAR100,  and

ImageNet.

In  [9], authors  introduce  a  structured

pruning  method  for  deep  neural  networks

that  dynamically  determines  the  pruning

rate  for  each layer  based  on  the  gradient

and  loss  function,  eliminating  manual

assignment.  The  method  is  evaluated  on

CIFAR-10  with  VGG-16  and  ResNet  using

1 Corresponding Author



iterative pruning techniques.

3. Proposed Methodology

3.1. Proposed Framework

 The  proposed  framework  employs

channel  pruning  to  reduce  computational

complexity  while  preserving  accuracy  in

deep neural networks. The study introduces

a  framework  (Fig1)  that  incorporates

transfer  learning  on  the  pre-trained

ResNet50  model.  By  utilizing  transfer

learning, the classification layer of ResNet50

is modified from 1000 to 10 classes to align

with the CIFAR10 dataset. The model is then

fine-tuned on the CIFAR-10 dataset, followed

by  weight  pruning  to  reduce  the

computational complexity of the model. The

advantage  of  transfer  learning  includes

reduced  training  time  and  small  dataset

implication. The channel pruning technique

removes  unnecessary  weights  from  the

model,  resulting  in  a  more  compact  and

efficient network. The performance of both

the  pruned-ResNet50  and  pre-trained

ResNet50  models  have  been  evaluated  to

compare their accuracy. 

Figure 1. Proposed Modification in the

ResNet50

The proposed objectives were achieved by

applying the following algorithm.

The  initial  step  involves  taking  the  pre-

trained  ResNet50  model  trained  on

ImageNet  with  1000  classes  and  applying

transfer learning to adapt it to the CIFAR10

dataset with 10 classes. Channel pruning is

then applied  to  all  blocks  of  ResNet50  by

sorting  weights  in descending order based

on  their  magnitude  and  removing  weights

below  a  10%  threshold.  This  process

converts  the  DNN  model  into  a  more

compact form.

4. Experiments

4.1. Experimental setup

Python  (Tensor  Flow)  experiments  were

conducted on a computer system powered

by  a  12th  Generation  Intel®  Core™  i9-

12900K 3.20GHz processor.

4.2. Dataset

The  CIFAR-10  dataset  [10],  is  a  popular

resource for  training machine learning and

computer  vision  models.  It  consists  of

60,000 color images that are 32x32 pixels in

size, with 6,000 images for each of the 10

classes.  These  classes  are  airplanes,  cars,

birds, cats, deer, dogs, frogs, horses, ships,

and trucks. 

4.3. Experimental result



To  validate  our  approach,  we  utilized  the

CIFAR-10 dataset to assess the performance

of  our  pruned  network.  The  application  of

CIFAR-10 allowed us to retrain ResNet50 on

the  target  dataset,  resulting  in  reduced

computational  complexity  and  improved

accuracy. This fine-tuning process enhances

the model's ability to adapt and generalize,

potentially  reducing  parameters  and

computational complexity.

Figure 2. Proposed Methodology

<Table 1> Number of parameters in

ResNet50 and Pruned ResNet50

Block # ResNet50 Pruned ResNet50

1 183506 165155

2 107336 96602

3 197436 177692

4 to N 233,867,308 210,480,578

Total 234,355,586 210,920,027

ResNet50 and pruned ResNet50  Parameters 

The  pruned  network  achieved  a  train

accuracy  of  89%  and  a  test  accuracy  of

78%. 

By  applying  pruning,  the  ResNet50's

parameters were reduced from 234,355,586

to 210,920,027.

Figure 3. Pruning on RESNET-50

In  Figure3,  the  bold  line  represents  the

higher  training  accuracy  of  the  pruned

model  (89%)  compared  to  the  pre-trained

ResNet50 (79%). The dashed line shows the

pruned model's  accuracy on the validation

dataset  (73%),  while  the  dotted  line

represents  the  pre-trained  ResNet50's

accuracy  (65%).  The  test  accuracy  of  the

pruned  ResNet50  is  78%,  while  the  pre-

trained model achieves 73%.

<Table  2>comparing  the  performance  of

pruned ResNet50 and TF-Lite model.

Our results in Table2 demonstrate superior

performance compared to the TF-Lite model.

Our  analysis  demonstrates  that  channel

pruning with transfer learning is an effective

approach to create lightweight DNN models

with minimal compromise on accuracy.

5. Conclusions

We  propose  a  method  to  create  a

lightweight  DNN  model  using  channel

pruning and transfer learning. By combining

these techniques, we effectively reduce the

computational  complexity  while  preserving

accuracy.  Our  findings  indicate  that  the

pruned network is well-suited for resource-

constrained devices like those in blockchain

networks  and  edge  computing

environments.
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