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Abstract   
Facial landmarks detection has been used as important information for problems such as head pose estimation, facial emotion 

expression, face recognition, and face modelling. The facial keypoints are point information on the face such as eye corners, eye 

centre, mouth corners, nose, jawline, eyebrow points and so on. In this paper, depthwise separable convolution is used to predict 

vital keypoints on the face which is trained with public datasets with additional data. The face is detected with a widely used face 

detector. The predicted keypoints are mapped on a face detected to detect keypoints in real-time. The model is evaluated with 

wing loss and adaptive wing loss.  

 

ⅠⅠⅠⅠ. . . . IntroductionIntroductionIntroductionIntroduction 

Facial landmark detection is also known as a facial 

alignment problem, is one of the challenging problems in the 

field of computer vision [1]. The landmarks can be used in 

applications such as face recognition, facial emotion 

recognition, self-driving cars and so on. With improved 

landmark detection, facial information can solve various 

facial alignment problems. Building a system with 

Convolutional neural networks (CNN) has been widely 

popular since it outperforms the traditional approach in speed 

and accuracy. Using CNN with deep structure, landmarks can 

be predicted and detected simultaneously. It can extract a 

high level of features needed for the prediction. In this paper, 

the deep learning approach depthwise separable convolution 

is used to predict the facial keypoints and mapped with the 

detected face in real-time. 

ⅡⅡⅡⅡ. . . . ExperimentExperimentExperimentExperiment  

 The model trained with 300W [2] dataset which consists of 

XM2VTS, AFW, HELEN, LFPW and IBUG with additional data 

adding up to 112K grayscale images with 68 (x, y) 

coordinates. The input size scaled to 112x112 resolution. 

The model is implemented with Keras framework with epoch 

at 300 and batch size of 100. It uses Adam optimizer with 

learning rate fixed to 10-3 throughout the training. The model 

is evaluated with wing [4] and adaptive wing loss [5] as 

described by equations 1 and 2 respectively.  
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where ω  is a non-negative constant which sets the range of 

the nonlinear part to (-ω , ω ), ɛ limits the curvature of the 

nonlinear region and C = ω  –  ω  ln (1+ ω  / ɛ) is a 

constant that smoothly links linear and nonlinear parts. The 

parameters are set to ω  = 10 and ε  = 2. 
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wher

e y and ŷ are ground truth and predicted values, respectively.  

Unlike wing loss ω  as the threshold, θ  is the new variable 

threshold to switch between linear and non-linear part. The 

ω , θ , ε , and α  are positive values. A= ω (1/(1+( θ  / 

ε  )( α -y)))( α -y)(( θ  / ε )( α -y-1))(1/ ε ) and C= (θ A-ω

ln(1+( θ  / ε  )( α -y))) and are used to make smooth and 

continuous loss function at |y- ŷ|= θ . Similar settings from 

the paper (11) are used such as ω =14, θ =0.5, ε =1, and α

=2.1. 

 

 
Figure 1: (Left) standard convolution layer and (right) 

MobileNet 

 

 The facial landmarks are predicted using mobileNet [6] 

model which is based on depthwise separable convolutions. 

The depthwise separable convolution is depthwise 

convolutions followed by pointwise convolution. In Fig. 1, the 

standard convolution layer is followed by batch normalization 

(BN) and rectified Linear units (ReLU). In MobileNet, the 

depthwise separable convolutions with depthwise and 

pointwise layers followed by batch normalization and ReLU. 

The depthwise separable convolution into two layers, where 

one layer for filtering and another for combining inputs 

whereas the standard convolution both filters and combines 

inputs into a new set of outputs in one step. 

 Single-shot detector (SSD) with ResNet as the backbone 

model is used to detect the user’s face in the input image. In 

Figs. 2 and 4, the model accuracy with wing and adaptive 

wing loss functions are depicted in the plot with width 

multiplier 1 and 0.5, respectively.  
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Figure 2: Model accuracy Loss functions with width 

multiplier=1 

 

 
Figure 3: Facial keypoint detection with width multiplier = 1 

 

  In Figs. 3 and 5, the facial keypoints detection in real-time 

is demonstrated with width multiplier 1 and 0.5 respectively 

for wing and adaptive wing loss functions. 

 
Figure 4: Model accuracy Loss functions with width 

multiplier=0.5 

 
Figure 5: Facial keypoint detection with width multiplier = 

0.5 

 

Table 1: Model Accuracy of MobileNetV1 with wing loss and 

Adaptive wing loss 

Model 
Loss 

function 

Width 

multiplier 
Accuracy 

 

MobileNet 

V1 

Wing loss 
α  =1 84.4% 

α  =0.5 82.5% 

Adaptive 

wing loss 

α  =1 84.9% 

α  =0.5 81.5% 

 

  The model trained is 3.3M and 0.9M parameters in total for 

width multiplier 1 and 0.5, respectively. The model trained 

with adaptive wing loss has higher accuracy compared to 

wing loss. The model loss of adaptive wing loss is 

considerably lower than wing loss. The model sensitive to 

extreme head poses orientation and occlusion.  

 

ⅢⅢⅢⅢ. . . . ConclusionConclusionConclusionConclusion  

  In the paper, MobileNetV1 is used to predict the 68 facial 

keypoints. It is mapped with the detected face using an SSD 

detector with ResNet. The facial landmarks can be lost if the 

initial face detector failed to detect faces. Facial landmark 

detection is sensitive to extreme facial poses, occlusion and 

illumination conditions which can be improved.  
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