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Abstract—In the video surveillance system operating in the real 
environment, the recognition of detailed behavior of objects has 
important meaning in terms of understanding whether security events 
have occurred. In particular, the perception of behavior in a poor 
environment such as low light and overlapped objects is recognized 
as an important technical factor that must be overcome in the existing 
2D image-based surveillance system. Action recognition of objects 
using 3D depth map provides a way to solve these issues. In this 
paper, we propose the enhanced 3D action recognition method based 
on convolution neural network (CNN) for the video surveillance 
system. And we evaluated the action recognition performance using 
the real environment DB, and the recognition result for 6 detailed 
behaviors was confirmed to be an average of 68.56%. 
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I.  INTRODUCTION  
Intelligent video surveillance systems are widely used to 

provide security services such as intrusion detection and 
recognition of dangerous and abnormal behaviors of specific 
objects. These intelligent video security systems perform object 
detection and action recognition using CCTV camera video 
input. However, it is true that the performance of the intelligent 
video security system used in real security services is limited 
by external environmental factors such as low light, fog, and 
rain. In order to overcome these environmental factors, a 
method of using 2D image data and 3D depth map information 
together has been proposed. For this purpose, recently, CCTV 
camera products that provide distance information through an 
infrared sensor and temperature information using a thermal 
image sensor are attracting attention.  In particular, the infrared 
sensor has been mainly used for gesture recognition in 
entertainment services, but lately it is also used in CCTV 
cameras for services such as people counting using depth map 
information. Action recognition using 3D depth map can 
provide a meaningful way to overcome environmental factors 
such as illumination, clustered background and camera motion 
that can occur in common CCTV cameras [1]. 

There are two major approaches in human action 
recognition using 3D cameras: sequential approach and space-
time approach. There have been many studies in the sequential 
approach. First method used R transformation including Radon 
transformation on the 3D depth map to construct feature 

vectors and applied PCA and LDA to the feature vectors [2]. 
The second algorithm of the sequential approach is to extract 
histograms of 3D joint location (HOJ3D) vectors using human 
joint information appearing in 3D depth [3]. The temporal and 
spatial approach uses the entire depth map for learning and 
does not detect the body part separately, thus reducing the error 
rate from the detection of the body part. However, only rough 
behavior analysis is possible and there may be limitations in 
detailed analysis. The algorithms of the spatiotemporal 
approach are as follows. First method extracted feature vectors 
using Depth Motion Map (DMM) and Histogram of Oriented 
Gradient (HOG), and then proposed an action recognition 
method using SVM [4]. Second method extracted features 
using Random Occupancy Patterns (ROP) that randomly 
samples 4-dimensional sub-volumes of different positions and 
sizes within the 4-dimensional space-time volume [5]. Third 
method considered the depth images as a 4-dimensional space-
time volume and proposed a Space-Time Occupancy Patterns 
(STOP) feature [6] that described the distribution of 3D depth 
information corresponding to a person. 

In this paper, we propose an enhanced action recognition 
for video surveillance system using 3D depth map based on 
deep convolution neural network. To do this, we constructed 
training datasets with most existing action datasets and our 
own datasets (KETI-RGB+D). And the evaluation results show 
that our proposed method can recognize detailed actions of real 
objects and can be used in surveillance applications. 

II. DATASETS FOR 3D ACTION RECOGNITION 
We analyzed the existing studies, and derived requirements 

for an action dataset suitable for 3D action analysis in the video 
security system. The construction of such a dataset is essential 
to support quantitative evaluation of various approaches as well 
as training of deep learning algorithms for action recognition. 
In order to improve and optimize the performance of action 
recognition in the intelligent video surveillance system, we 
built our own KETI-RGB+D dataset including 2D images and 
3D depth map information about various poses of objects. 

In previous studies, the MSR Action3D dataset is one of the 
earliest datasets for 3D skeleton-based activity analysis. This 
dataset consists of selected instances in the context of 
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interacting with game consoles such as high arm waves, 
horizontal arm waves, hammers and hand grabs [7]. 

NTU RGB+D is a state-of-the-art large-scale benchmark 
for action recognition. It represents a series of standards and 
experience for building large-scale data. Recently reported 
results for this data set achieved satisfactory accuracy in this 
benchmark [8]. SYSU-3D-HOI is a dataset containing human-
object interactions. It consists of a total of 480 clips and 11 
human actions are defined. 

KETI RGB+D is a dataset optimized for video surveillance 
systems. This dataset consists of 13 classes, 1,080 samples, 17 
human subjects, 40 long video samples (1,520 action samples). 
It is generated with different height (2m, 1m) and 3 different 
angle for each action [9]. 

 

Fig. 1. Example of  KETI RGB+D dataset  

III. ARCHITECTURE OF THE PROPOSED ACTION RECOGNITION 
METHOD  

We think that CNN is suitable for spatiotemporal feature 
learning that recognize specific actions rather than a simple 
scene recognition using 3D depth map information. 

 

Fig. 2. Architecture of  proposed action recognition based on DNN 

Fig 1 illustrates the architecture of proposed DNN based on 
R(2+1)D-34Layer which performs convolution and pooling in 
spatiotemporal domain. And a sliding window method is 
adopted to secure the efficiency of 3D action recognition for 
video surveillance system in real environment. 

IV. EXPERIMENTAL RESULTS 
The proposed 3D action recognition method was trained 

using the NTU RGB+D dataset and the KETI RGB+D dataset. 
The KETI RGB+D dataset used for training has 20 video clips, 
and each video chip consists of 4 predefined front view motion 
images. In the entire training dataset, 70% of the data was used 
to train the proposed method and the remaining 30% was used 
for validation.  

To evaluate the performance of human action recognition, 
the KETI RGB+D dataset consisting of 20 left/right view video 
clips was used. The performance evaluation of the recognition 
accuracy of the proposed method is shown in Table I. The 
recognition result for 6 detailed behaviors was confirmed to be 
an average of 68.56%. 

TABLE I.  ACCURACY OF ACTION RECOGNITION 

Action Type Mean Accuracy(%)a 

Punch 62.96 

Prowl 77.36 

Falling 83.33 

Kick 50.00 

Vandalism 87.69 

Grouping 50.00 

Average 68.56 

a. Mean accuracy = sum of successful action recognition / total number of evaluation datasets X 100 

 

Fig. 3 shows the implementation results of video 
surveillance system using proposed human action recognition 
method.  

The Kinect video camera was used as an input device. User 
interface has been implemented to provide users with 2D 
image information, 3D depth map information, and recognized 
action information. The system can process 20 frames per 
second video input(800x600) 

 
(a) Punch Action Recognition 
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(b) Prowl Action Recognition 

 
(c) Grouping Action Recognition 

 
(d) Vandalism Action Recognition 

Fig. 3. Implementation Results of 3D action recognition for video 
surveillance system 

V. CONCLUSIONS AND FUTURE WORK 
We try to improve object and action recognition 

performance by applying deep learning technology to the video 
surveillance systems. In addition, we are also try to find a 
technical way to overcome environmental factors such as 
lighting, background clusters, and camera motion that can 
occur in general CCTV cameras. In this respect, the action 
recognition technology using 3D depth map can be considered 
as a meaningful approach to improve the performance of the 
intelligent video surveillance system. 

In this paper, we proposed an 3D motion recognition and 
security event detection method applicable to video 
surveillance systems. The proposed method performs DNN 
based on R(2+1)D-34Layer and adopts a sliding window for 
high-speed operation. Experimental results showed that the 
proposed method can recognize human action and efficiently 
detect security events in video surveillance systems. 

We will further try to build more diverse object action 
datasets and improve the action recognition performance by 
learning more various information.  
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