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Abstract—In semiconductor industry, concentration of 
particulate matter in cleanroom is important to maintain as it 
can damage the wafer die in the manufacturing process. The 
environment in semiconductor industry is well maintained 
where the temperature and humidity are always stable. Hence, 
it is not possible to use other features to predict the PM2.5 
concentrations. In this paper, we present a modified attention 
Seq2Seq BiLSTM model for predicting the PM2.5 
concentration. Based on the proposed model, short term (60 
minute ahead, 90 minute ahead, and 120 minute ahead) PM2.5 
concentration predictions was built. The proposed model also 
compared with Seq2Seq LSTM, Seq2Seq BiLSTM, and 
attention Seq2Seq LSTM models where the proposed model 
outperformed those models by achieving lowest RMSE, MAE, 
and MAPE values in all prediction time length. 

Keywords—Attention Seq2Seq BiLSTM, particulate matter, 
PM2.5, IoT platform, prediction 

I. INTRODUCTION 
It’s been known for a long time that air pollution is harmful 

for human health. The air pollution is caused by particulate 
matter (PM) that comes from varieties of sources. PM is mixed 
of microscopic solid particles, such as dust, dirt, and liquid 
droplets poses more danger to human health [1]. Generally, 
PM is separated into three main groups: Coarse PM, Fine PM, 
and Ultrafine PM. Coarse PM is PM that having a diameter of 
10 um and smaller that can irritate eyes, nose, and throat. 
Then, Fine PM is PM that having a maximum diameter of 2.5 
um and can enter deep into the lungs and even the 
bloodstream. Lastly, Ultrafine PM is PM that having a 
diameter of 0.1 um and smaller, it is considered ad the most 
dangerous PM because it can infiltrate our bodies to an even 
greater extent [2]. Due to the harmful effects of air pollution, 
many researchers conduct studies on prediction of air 
pollution. However, real-time air pollution prediction is 
difficult due to the time-series data which are usually, 
incomplete, complex, and non-linear [3]. 

The air pollution prediction research is mostly conducted 
for urban area applications where the objectives is predicting 
the future air pollution concentration in a city. Tiwari et al [4] 
propose a LSTM model for predicting air quality in Delhi. 
Xayasouk et al [5] employs LSTM and deep autoencoder 
models to predict South Korea’s air pollution where the 
prediction focused on PM10 and PM2.5 concentrations. 
Zhang et al [6] shows promising result on predicting the air 
quality in urban area. Their prediction model employs 
multivariate features which includes PM concentration, NO2, 
CO, O3, traffic data, and meteorology data. Huang [7] 
proposes a deep neural network model called APNet which 
based on CNN-LSTM for prediction PM2.5 concentrations. 
Their prediction result proves that the proposed APNet can 
achieve the best performance compared to other machine 
learning methods. In their study, they train the model by using 

combination data of PM concentration, wind speed, and hours 
of rain. 

Air pollution prediction is also applied in industrial field, 
especially semiconductor industry. In semiconductor 
applications, air pollution prediction is used to estimate the 
concentration of particulate matter. Estimating the 
concentration of particulate matter is important because the 
wafer die produced in the semiconductor industry should be 
free from any contamination, otherwise the wafer die will be 
unusable. Multiple sources could generate organic or 
inorganic particulate matter, such as scratches, fractures, 
overlay flaws, and stress where those process could happen in 
industrial environment, tools, or processes [8]. 

Aji et al [9] presents a multi-dense layer BiLSTM model 
for predicting the PM2.5 concentration in semiconductor 
industry environment. In their work, they predict 1 hour 
ahead, 2 hour ahead, and 3 hour ahead and yield a good 
prediction result proven with low error value compared to 
other algorithms. Unlike predicting PM2.5 concentration in 
urban area, in semiconductor industry, the environment is 
being kept at a constant state. Therefore, the environment 
value like temperature and humidity in the room is always 
stable. As such, predicting the particulate matter in 
semiconductor industry is only feasible by using only 
particulate matter data because we cannot capture data of 
scratches, fractures, overlay flaws, and stress that occurred. 

In this work, we present a technique of predicting PM2.5 
concentration by using modified sequence-to-sequence 
BiLSTM with attention method. The proposed model is used 
for predicting 60 minute ahead, 90 minute ahead, and 120 
minute ahead of PM2.5 concentrations. The approach used in 
this work is multiple output strategy where the entire 
prediction sequence is predicted in one-shot manner. 

II. SYSTEM OVERVIEW 

A. Data Collection 
To provide PM2.5 data for deep learning model training, 

we develop IoT platform to collect PM2.5 data from the 
environment. The overall architecture of the developed IoT 
platform is described in Figure 1. To sense the PM2.5 
concentration, DOTECH PSU650 sensors is used in this work. 
The PSU650 sensor is connected to a PLC by using Modbus 
RTU connection. The sensor send data to the PLC every 1 
second. Then, the PLC will relay the PM2.5 data to the edge 
server via MQTT. In this work, NVIDIA Jetson Nano is used 
as edge server that has two functions: storing the PM2.5 data 
into local database and execute real-time PM2.5 predictions. 
The local database is using MongoDB to store PM2.5 data 
every 1 second. 
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Figure 1. Developed IoT Platform for PM2.5 data collection 

III. PROPOSED FRAMEWORK 
To predict the PM2.5 concentrations, we propose a 

modified sequence-to-sequence BiLSTM with attention 
model that only using PM2.5 data as input features. We use 
15 days of PM2.5 data collected by the developed IoT 
platform with data points date from 10 March 2022 to 24 
March 2022. Although we collect data every 1 second, for 
developing the model we resample into every 1 minute data 
due to highly oscillating value in 1 second data. As such, we 
will use a total data of 21,600 data points for developing the 
model. 

A. Data Preprocessing 
The collected PM2.5 data is highly fluctuating, to make 

the model learn better, we need to do several preprocessing 
steps. First, we analyze existence of null value in the data. Null 
value can occur when some errors happen in the IoT platform. 
To resolve null value issue, we use the previous value to fill 
the null value. 

𝑌𝑌𝑌𝑌𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝑌𝑌𝑌𝑌𝑡𝑡𝑡𝑡 − 𝑌𝑌𝑌𝑌𝑡𝑡𝑡𝑡𝑡𝑡 (1) 

 Then, we applied de-trending method to the data by 
subtracting the current data points with previous data points 
with equation denotes by Equation 1. The objective is to 
remove trend in the data, and it supposed to enable the model 
learns about the data easier. Next, we apply normalization 
towards the de-trended data and rescale the data into -1 to 1 
value, to fit with the Tanh activation function that will be used 
in the model. Equation 2 shows the formula to normalize the 
data. 

𝑋𝑋𝑋𝑋𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑 =
𝑋𝑋𝑋𝑋 − 𝑋𝑋𝑋𝑋𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛

𝑋𝑋𝑋𝑋𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑚𝑚𝑚𝑚 − 𝑋𝑋𝑋𝑋𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛
 (2) 

 In this work, we only use PM2.5 data to make a prediction. 
However, using only single feature cannot produce decent 
results due to lack of information in the data. Hence, we add 
additional features in the data by using lagged value from the 
data. We use 300 lagged features as additional features, and 
the data has total features of 301 features. To create sequence-
to-sequence, we convert the data into sliding window format. 
The sliding window data will consist of the past 300 minute 
data points and future 60 minute, 90 minute, and 120 minute 
data points. Finally, we separate the data into three parts, train 
data, validation data, and test data, with size of 70%, 20%, and 
10%, respectively. 

B. Modified Sequence-to-Sequence BiLSTM with Attention 
The sequence-to-sequence model (Seq2Seq) originally 

proposed by Sutskever et al [10] to tackle the task of 
translating a sequence into another. Over the years, Seq2Seq 
has been widely used in processing task of variable input and 
output sequences, including machine translation, speech 

recognition, and time-series prediction. Seq2Seq use encoder 
decoder architecture where it can map a variable input 
sequence into a variable length output sequence. 

Seq2Seq has two main parts, it is encoder and decoder. 
The encoder will receive input in forms of a sequence and 
from each input sequence 𝑥𝑥𝑥𝑥(𝑥𝑥𝑥𝑥1, 𝑥𝑥𝑥𝑥2, … , 𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡), it will change its 
hidden state accordingly. The encoder part will output a 
corresponding hidden state ℎ𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑒𝑒𝑒𝑒 𝑡𝑡𝑡𝑡  which each hidden state 
time step ℎ𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑒𝑒𝑒𝑒 1, ℎ𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑒𝑒𝑒𝑒 2, … , ℎ𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑒𝑒𝑒𝑒 𝑡𝑡𝑡𝑡 will be a vector 𝐶𝐶𝐶𝐶. For each 
time step, vector 𝐶𝐶𝐶𝐶, the previous decoder output 𝑌𝑌𝑌𝑌𝑡𝑡𝑡𝑡𝑡, and the 
hidden state ℎ𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑡𝑡𝑡𝑡𝑡 is used as input for the decoder. The 
decoder receives those vector and process the similar way as 
in encoder to output an output sequence. The encoded 
sequence from encoder contains all information of the 
original sequence. Sometimes the amount of information is 
too large which can deteriorate the performance of the model. 
Hence, attention mechanism is introduced to enable the 
model to focus only to certain part of the vector 𝐶𝐶𝐶𝐶 . The 
attention vector 𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 is calculated by using equation 5 

 
ℎ𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑒𝑒𝑒𝑒 𝑡𝑡𝑡𝑡 = 𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡, ℎ𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑒𝑒𝑒𝑒 𝑡𝑡𝑡𝑡𝑡𝑡) (1) 

𝐶𝐶𝐶𝐶 = 𝑓𝑓𝑓𝑓(ℎ𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑒𝑒𝑒𝑒 1, ℎ𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑒𝑒𝑒𝑒 2, … , ℎ𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑒𝑒𝑒𝑒 𝑡𝑡𝑡𝑡) (2) 

𝑌𝑌𝑌𝑌𝑡𝑡𝑡𝑡′ = 𝑓𝑓𝑓𝑓(𝑌𝑌𝑌𝑌𝑡𝑡𝑡𝑡′, 𝐶𝐶𝐶𝐶) (3) 

ℎ𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑡𝑡𝑡𝑡𝑡 = 𝑓𝑓𝑓𝑓(𝑌𝑌𝑌𝑌𝑡𝑡𝑡𝑡′−1, ℎ𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑡𝑡𝑡𝑡𝑡𝑡𝑡) (4) 

𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
= exp (𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(ℎ𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑡𝑡𝑡𝑡′, ℎ𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑒𝑒𝑒𝑒 𝑡𝑡𝑡𝑡))

∙�exp (𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(ℎ𝑑𝑑𝑑𝑑𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑡𝑡𝑡𝑡′, ℎ𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑒𝑒𝑒𝑒 𝑡𝑡𝑡𝑡))−1
𝑇𝑇𝑇𝑇

𝑘𝑘𝑘𝑘𝑘𝑘

 
(5) 

In this work, we employ BiLSTM in the encoder and 
LSTM in the decoder of the modified Seq2Seq model. The 
modified Seq2Seq model consist of one encoder and two 
decoder. By using BiLSTM, we can get two types of hidden 
state data, forward state, and backward state. The forward 
state will be used as input for the forward decoder. 
Meanwhile the backward state will be used for the backward 
decoder. Due to using two decoder, we will have two outputs. 
Then, we concatenate the two outputs from the forward 
decoder and backward decoder and apply dense layer to 
calculate the combined output. The dense layer will have the 
same number of units as the length of the output sequence. 
Figure 2 describe the complete architecture of the modified 
attention Seq2Seq BiLSTM model. 

 
Figure 2. Architecture of the modified attention Seq2Seq 

BiLSTM model 
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IV. RESULTS AND DISCUSSION 
After the data is ready and the model has been designed, 

the next step is we train the proposed model using the prepared 
data. The environment for training the model is using 
hardware and software as described in Table 1. 

Table 1. Environment for training the proposed model 

Processor Intel Xeon Silver 

GPU RTX 3090 

RAM 128GB 

Library PyTorch 1.11.0 

Language Python 

 In the training process, MSE loss is used as the criterion 
function. To optimize the training performance AdamW 
optimizer is applied. Then, the learning rate is using value of 
0.001 and total epoch is 100. For this work, we compare the 
performance of the proposed method with three other model: 
attention Seq2Seq LSTM, Seq2Seq LSTM, and Seq2Seq 
BiLSTM. All model is being trained in the same environment 
with same number of epoch but different hyperparameter. All 
models will be used to do PM2.5 prediction for 60 minute 
ahead, 90 minute ahead, and 120 minute ahead.  

Table 2. Training results 

Model 
Prediction 

Time 
Length 

RMSE MAE MAPE 

Attention 
Seq2Seq 
LSTM 

60 minute 66.639 88.622 0.267 

90 minute 96.03 80.483 0.397 

120 
minute 221.082 189.975 0.81 

Seq2Seq 
LSTM 

60 minute 148.249 111.675 0.28 

90 minute 137.771 109.544 0.426 

120 
minute 216.392 178.258 0.743 

Seq2Seq 
BiLSTM 

60 minute 172.357 127.172 0.412 

90 minute 114.478 96.095 0.428 

120 
minute 139.078 106.204 0.429 

Proposed 
model 

60 minute 91.8266 70.052 0.263 

90 minute 98.227 71.067 0.304 

120 
minute 95.592 72.298 0.294 

 

 
Figure 3. 60 minute ahead prediction result 

 
Figure 4. 90 minute ahead prediction result 

 
Figure 5. 120 minute ahead prediction result 

From table 2, it shows the error measurement of all models 
for three prediction time length. From the table, we can see 
that in 60 minute ahead prediction, all four models can 
produce similar value where the RMSE, MAE, and MAPE 
produced by all models doesn’t have much difference. This 
means that for 60 minute ahead prediction, all four models still 
can predict the PM2.5 concentration accurately. However, the 
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proposed modified attention Seq2Seq BiLSTM still leads with 
lowest MAE and MAPE measurement error. Then, for 90 
minute ahead prediction, the measurement error difference 
between four models is starting to have larger differences. The 
Seq2Seq LSTM model produce worst measurement error for 
90 minute ahead prediction with high RMSE and MAE 
compared to other algorithms. The Seq2Seq BiLSTM is 
slightly better than Seq2Seq LSTM, and the attention Seq2Seq 
LSTM is better than Seq2Seq BiLSTM. But model that 
achieve best measurement error in 90 minute ahead prediction 
still the proposed model. For the 120 minute ahead prediction, 
the advantages of having two decoder in the proposed model 
is seen. The proposed model still able to produce prediction 
with value similar to the ground truth data. Meanwhile other 
algorithm, attention Seq2Seq LSTM and Seq2Seq LSTM 
cannot produce decent prediction by only generating 0 value 
after several timesteps. We can also see that using attention is 
advantageous to the model which the attention Seq2Seq 
LSTM and the proposed model can produce better prediction 
result than other model that doesn’t utilize attention. Also, 
using bidirectional in BiLSTM is improving the model 
performance compared to only single direction.  

From those results, we can conclude that the proposed 
model is superior to other three model, especially for longer 
time length prediction. This performance can be achieved due 
to the help of using two separated decoder and separated 
attention. The separated decoder can help the model to retain 
specific information for forward sequence and backward 
sequence. In normal BiLSTM, usually the forward sequence 
is neglected although it still contains some information. In the 
proposed method, all information is retained and used for the 
prediction. Also, the separated attention for each encoder 
helps the model to keep focus on certain important part of the 
sequence. 

V. CONCLUSION 
This paper proposed a modified version of attention 

Seq2Seq BiLSTM for predicting PM2.5 concentration in 
semiconductor industry where the prediction only utilize 
PM2.5 data. The proposed model is used for predicting 60 
minute ahead, 90 minute ahead, and 120 minute ahead of 
PM2.5 concentration. Due to the application of two decoder 
for forward sequence and backward sequence and application 
of attention mechanism, the model can achieve best 

performance compared to other model, especially for 
prediction with longer time length. 
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