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Abstract— The ripeness of strawberries is an important criterion ~ increased. As a method to solve this problem in this paper,
for determining whether strawberries can be picked or not, and the multi-path convolution is proposed differently from normal
strawberry stalk coordinates of strawberries are important to  convolution. This means that when generating a feature map,
automate strawberry harvesting. We propose a model that instead of performing (input X output) convolution, if
simultaneously learning the ripeness of strawberry and the convolution is performed with N path, only (input/N x
coordinates of the stalk through two-path model with semantic output/N) xN convolutions are performed, and then N feature
segmentation. Two-path model can be seen as a model that performs maps are combined. It has the effect of greatly reducing the
two tasks at the same time. This model detecting the ripeness of number of parameters while having the same number of feature
strawberries with 90.33% accuracy and recognizing the coordinates maps. Semantic segmentation and keypoint segmentation can
of the stalk with 71.15% be si ) .

e simultaneously performed using the encoder-decoder model
or U-net using multi-path convolution. We got result using
mloU accuracy is over 90% for detect ripeness of strawberries
and over 70% for recognize the coordinates of the stalk of
strawberries.

Keywords—Multi-path model; Semantic segmentation; Multi-
task segmentation; Detecting strawberry ripeness; Recognize
strawberry stalk coordinate

I. INTRODUCTION I R W
. . RELATED WORK
Recently, with the development of smart farm technology

using artificial intelligence robots, related research continues. As a related work, the.re is a study in which clgssiﬁcation
Research on recognizing weeds, research on disease detection ~ and segmentation were s.lmultaneously.leamed using .the 3D
of tomatoes, and research on fruit detection are representative ~ breast ultrasound images in 2021[4]. “Joint Stem Detection and
smart farm research using artificial intelligence [1,2]. In ~ Crop-Weed Classification for Plant-specific Treatment in
addition, research on controlling robots or farms through  Precision Farming” presented by Philipp in 2018 [5] paper also
information on objects found through deep learning is also  related with our study. As shown in Fig.1, he proposed a model
underway [3]. In this paper, we propose a system for a robot that simultaneously performs keypoint segmentation and

that harvests strawberries by applying recent research to semantic segmentation by connecting two decoders in the last
strawberries. feature map of the encoder. In order to solve the problem that

the decoder is doubled to increase the overall parameters, a

Detecting the ripeness of strawberries is the most import  method the reduce the parameters using dense block is
factor for harvesting strawberries. Ripe strawberries are red  proposed.

while unripe strawberries are green color. Since only ripe

strawberries should be selected and harvested, in this paper, the S
ripeness of strawberries is detected using a semantic e sen s
segmentation model. Second, we need to find the stalk of the 'il'il'f

strawberry. This sent to the robot the coordinates of the
location it should go to harvest strawberries. As a method for
this, a point with a value of 255 is drew on the area
corresponding to the stalk on the strawberry, and the
coordinates of this point are recognized using keypoint
segmentation.
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Since the proposed model has to detect two information at P—

the same time, the number of parameters of the model is
Fig.1. Reparameterization of variable autoencoders.
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Research on reducing parameters in the convolution layer is
also ongoing. Depth-wise convolution can be seen as a
representative study for reduce parameters. If the existing
convolution performed both the total number of channels and
the spatial direction at once, the depth-wise convolution is to
completely separate the two part. As shown in Fig.2, in the
existing convolution, each input channel passes through the
kernel and the merges to make one feature map, but in depth-
wise convolution, the output from each input channel passes
through the kernel becomes feature map, so the number of
input channels it has the advantage of reducing the amount of
computation and parameters.

| Standard Convolution | Depth-wise Convolubon

K=Kernel

Fig. 2. Comparison of standard convolution and Depth-wise convolution.

III. DATA SET

In this paper, the ripeness level is detected and the
coordinates of stalk are found through dataset was taken
directly in the strawberry farm. The strawberry dataset used in
this paper is shown in Fig. 3.

Fig. 3. Strwerries oriinal image data.

Fig. 4 is examples of labeling for detect ripeness of
strawberries. =~ We  pixel-based labeling  well-ripened
strawberries to brown, half-ripened strawberries to gray, and
unripe strawberries to purple for semantic segmentation

Fig. 4. Pixel-based labeling according to the degree of strawberry ripeness for
semantic segmentation.

The area of the stalk of strawberry was labeled by drawing
a circle with a radius of 15 pixels with the center coordinate
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like Fig. 5. This circle was labeled using a gaussian filter so
that the pixel values of the circles decrease as the distance
from the center coordinates increases. This is an efficient way
to find keypoints while being used in a paper published in
2017 in a way that helps learning to focus on the center
coordinates of a circle during learning [6].

Fig. 5. Pixel-based labeling according to the points of strawberry stalk for
keypoints segmentation.

IV. MODEL

A. Two-path convolution

In order for the model to perform two tasks in real time, it
is important to reduce parameters of the model. As a method
for this, two-path convolution method was proposed. If the
320x320%3 image is convolved with a 320x320x64 feature
map, the number of parameters are (3x3x3+1) X 64, with a
total of 1,792 parameters, and is fully restored to 320%320x64.
The connected convolution is had number of parameters are
(3%x3%x64+1) x64, with a total of 36,928 parameters, as shown

in Fig. 6.
i -

(320,320,3) (320,320, 64)  (320,320,64)

Fig. 6. Image of standard convolution method

Unlike the existing convolution, the method proposed in
this paper learns weights while making a feature map through
two paths instead of one path. This is shown in Fig. 7. If you
make two 320x320%32 size feature maps from a 320x320x3
image, the number of parameters is (3x3x3+1) x32 x2, which
has 1,792 parameters and is fully 320x320%32. The two
convolutions that are connected are (3%3x32+1) x32x2 with
18,496 parameters, which reduces 18,496 parameters compared
to the existing convolution method, while creating a feature
map with the same resolution and number of channels.
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Fig. 7. Image of two-path convolution method.



B.  Three-path convolution

The three-path convolution, which adds one more path to
the two-path convolution, learns weights through three paths
and concatenates the same feature map with 32 channels made
of three. Since the size of the created feature map is
(320%320%96), the number of channels is reduced to 64
through 1x1 convolution to create a feature map with same size
as (320%320x64). Three-path convolution also has the effect of
reducing the number of parameters while making various
feature maps compared to the existing convolution. Fig.8
shows the appearance of three-path convolution.
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Fig. 8. Image of three-path convolution method.

C. Multi-path convolution segmentation model

The multi-path convolution model, which is a model to be
made by mixing two path and three path convolution, was
created based on the encoder-decoder model, which is a basic
segmentation model. Two-path convolution is used in layerl ,2,
8 and 9 of the encoder-decoder model, and three-path
convolution is used in layers 3, 4, 5, 6 and 7. This is a method
to maintain the general deep learning structure that generally
generates more feature maps as the layer goes down. The
proposed model can be seen through Fig. 9.

Max-pooling = Up-sampling
Encoder part = 1x1 Convolution
2 - Path Conv 2 - Path Conv 3 - Path Conv 3 - Path Conv 3 - Path Conv
51251232 256,236,064 128128192 6464576 3232768
l l
6464256 3232256
Decoder part
3 - Path Conv | == 3—Path Conv | == 2 - Path Cony | w={2 - Path Conv
64,64,384 128128192 256,256,064 51251232
| | l |
6464128 128,128,064 256,256,32 5125123

Fig. 9. Encoder-decoder segmentation model using multi-path convolution.

In encoder part, three-path convolution of the layer 3 does
not use 1x1 convolution, but the feature map concatenated in
three paths is used as it is, and 1x1 convolution is used in the
layerd,5 for reduce channels. In the decoder part, up-sampling
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was performed using multi-path convolution, and 1x1
convolution was used for all layers to adjust the number of

channels.
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Fig 10. U-net segmentation model using multi-path convolution.

Figl0 shows the U-net model using multi-path
convolution. U-net is called U-net because it has a U shape. In
the basic encoder-decoder model, the feature map of the
encoder and the feature map of the decoder are connected and
concatenated. This shows a high accuracy improvement in
edge and color detection, which are low-level information,
because low-level information of the encoder can also be
utilized, compared to recovering the size using only the
decoder information [7].

D. Multi-branch for multi segmentation

The model proposed in this paper segments two targets
simultaneously. Multi-branch was used as a method for this.
The feature map obtained from the last stage of the multi-path
convolution segmentation model is again divided into two
paths, one performs semantic segmentation learning to detect
strawberries ripeness, and the other performs keypoint
segmentation to detect strawberry stalk. As a method for this,
output of multi-path convolution U-net goes into 2 two-path
convolution. One performs semantic segmentation for detect
strawberries ripeness, other performs keypoints segmentation
for detect strawberry stalk like Fig 11.
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Fig 11. Image of Multi-branch for multi segmentation

E. Loss function

The proposed model simultaneously learns semantic
segmentation to detect strawberry ripeness and keypoint
segmentation to find point corresponding to the stalk position.
As a method to learn this efficiently, semantic segmentation



used the dice-coefficient loss function and keypoint
segmentation used the Focal loss function. The dice-
coefficient function is a loss function proposed by Milletari in
2016. It is a loss function proposed to compensate for the
blurring problem in the edge part of the object of the cross-
entropy loss function. It shows strength in semantic
segmentation. Focal loss function is a function proposed by
Tsung-Yi in 2017. When there is an extreme class imbalance
problem in the training data, a small weight is given to a
sample that is well classified and a large weight is given to a
sample that is difficult to classify. It is a loss function that
learns by focusing on this difficult sample. This shows
strength in keypoint segmentation where relatively few pixel
keypoint points among many background pixels given a value
of 0 must be learned. Fig 12 shows the change of the loss
function according to the formula of the Focal loss function
and the value of the r parameters. In this paper, learning was
carried out by assigning a value of 0.5 to », which showed the
best result as a result of conducting this experiment while
changing the value of » [8][9].

CE(p) = — log(p)
FL(p) = —(1 — p)" log(p)

well-classified
examples

0.2 0.4 0.6
probability of ground truth class
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Fig 12. Focal loss output graph according to r parameters.

In this paper, the dice-coefficient loss function for
semantic segmentation and the Focal loss function for
keypoint segmentation were combined and used as the final
loss function like Formula (1).

M

Finalloss = Focalloss + Dice coefficient

V. EXPERIMENTS AND RESULTS

A. Experimental method

The training data for strawberry ripeness detection and
stalk region coordinate recognition consists of images with a
resolution of 2048%2048. This is a large number for learning,
and the image was learned after resizing the resolution to
512x512, which is 1/4 of the size. The data for learning
consists of 2456 training data, 60 validation data, and 412 test
data. The learning rate was initially set to 0.01, and as the
epoch increased, the learning rate was forcibly reduced to the
value in Table 1, and the optimizer used the adam optimizer
technique.  For augmentation, flip and random rotate
augmentation were used. Total of 150 epochs were learned,
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and the mloU method was used as the evaluation method
[10,11,12].

TABLE 1. LEARNING RATE CHANGE ACCORDING TO EPOCH.
Epoch Learning rate
0~20 0.01
20 ~ 40 0.008
40 ~ 60 0.005
60 ~ 80 0.001
100 ~ 120 0.0008
120 ~ 150 0.0005
B. Experimental results

The final goal in this experiment was to configure the
proposed system for the robot, and the robot to detect well-
ripened strawberries in real time and to recognize the position
of the stalk at the same time, so the number of parameters had
to be reduced as much as possible. In order to compare the
performance of the models, the U-net model based on VGG16,
U-net based on the Multi-path convolution proposed in this
paper, and the Encoder-decoder model based on Multi-path
convolution, Res-net 101, were used. The parameters and
accuracy of U-net based on the comparison were compared,
and the results can be confirmed through Table 2 .

TABLE I1. COMPARISION OF PARAMETER AND MODEL PERFORMANCE
RESULT.

Model Parameters mloUl mloU2
VGG16 U-net 11,676,815 84.56 59.58
Multi-path U-net | 8,467,268 85.18 62.11
(only 2multi.)
Res U-net 27,497,154 89.87 69.45
Multi-path 22,489,348 91.48 72.48
encoder-decoder
Multi-path U-net | 16,137,678 90.33 71.15

* mloU1 = strawberry ripeness semantic segmentation.

* mloU2 = stalk of strawberry keypoint segmentation.

The second model in Table2 means a multi-path U-net
using only two-path convolution which shows strength in both
parameters and mloU accuracy compared to U-net using
VGG16. Both the encoder-decoder model using multi-path
convolution and U-net showed higher accuracy than res U-net.
In this study, multi-path U-net with few parameters was
selected as the final model among the models that detect
strawberry ripeness over 90% find stalk area over 70%,
although there are few parameters to obtain quick results. And
the experiment was conducted, and the results can be seen in
Fig 13~15.
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Fig 13. Result of strawberry ripeness semantic segmentation result (a) is
original data, (b) is predict data, (c) is ground truth data, (d) is image that
overlaps (a) and (b)

(b)
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Fig 14. Result of stalk of strawberry keypoint segmentation result (a) is
original data, (b) is predict data, (c) is image that overlaps (a), (b) and
strawberry ripeness predict result image
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(378,244)
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Fig 15. Result of stalk prediction by displaying the center coordinates of the
predicted stalk region on the right and drawing circle with a radius of 5 at the
center coordinates
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VI. CONCLUSION

Using multi-path convolution, it has the same feature
map as the existing model, but by reducing the parameters, the
overall parameters and learning speed of the model were
reduced, and similar accuracy was maintained while finding
the ripeness and location of strawberries in real time. This
model predicted strawberry ripening degree more than 90%
and stalk area of strawberry more than 70%. It is a study that
effectively found ripe strawberries by well detecting the area
and ripeness of strawberries, and it is also possible to calculate
how many strawberries are in the image by using the number
of coordinates of the stalk.
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