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Abstract—In this paper, we proposes a solution to enhance
university admission system using different machine learning
techniques like K-Nearest Neighbour(KNN), Decision Tree(DT)
and Random Forest(RF). A deterministic algorithm is used to
create a basis for the analysis, followed by several probabilistic
algorithms, KNN, decision tree, and random forest. The outcomes
are compared and a consensus is reached in categorising each stu-
dent whether they got accepted, placed in foundation or rejected
in the desired institute. Processing university applications is time-
consuming for admission staff members, it is not efficient in terms
of cost and time, thus it can sometimes be an overwhelming
task, the chances of bribes occurring, or discrimination is highly
likely to occur. The solution for this problem is to automate
the application process thus using the help of a software with
several embedded Al algorithm that improves the efficiency and
reliability of the application process.

Index Terms—University, Admission, Machine-Learning

I. INTRODUCTION

The aim of this this paper is to develop an administrative
software that makes the processes of university admission as
easy and as efficient as possible for the administration staff,
and as fair as possible to the students applying the desired
institute. The software have an embedded machine learning
algorithm that give an expectation for the student status
based on a training data that is to the algorithm before the
computations could be carried out. The software should have
an integrated Graphical User Interface (GUI) that is simple
and easy to use, thus the software can be run by a person
with limited knowledge about computers and Information
Technology (IT). Although the software is written in python',
it is then converted into an executable self-installing package.
The user is not responsible for the backend of the software
and all interactions and changes could be done from the front
end. However, it was considered that some changes could
occur to the acceptance criteria such that the condition script
was left to be edited using a simple text editor. The software
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also compared deterministic results with the statistical results
obtained. Similarly, if the results show contradiction is terms
of the student’s status, an interview will be booked with the
student. The interview is carried out by the administration team
and will then determine the status of the student based on the
results of the interview. Nevertheless, the interview could be
replaced with an entrance exam or any sort of qualification
validation to ensure that the student deserves his place and
there are no wasted resources or talents.

This paper presents the Grade Point Average (GPA) rank
score for the University admission that has developed by
the handle of student’s school grade along to increment
admission standards such as segregated minorities and high-
performance individuals. A “GPA-ranking score” popularized
in 2012 by Chile’s university is different from other rankings.
The Chilean version is comparable to the combined bonus to
the GPA without replacing the national admission exam, and it
motivates both academic effort and GPA inflation. They use to
change and replicate instruments methods by using the Chilean
ranking. The Chilean goal is to rebuild GPA and achievement
to analyses the Chilean reforms on GPA ranking and achieve-
ments based on student distributions and larger schools, finally
the improvement of the university admission rate probabilities.
The Chilean experience has some similarities with our local
university admission, like GPA admission grades, and they
have students from private and public schools. Also, they
have private and public Universities, like our experience here
in Kuwait [2]. This paper suggests that schools sometimes
contribute in GPA inflation, giving students a higher GPA
than they deserve to maintain their reputation which is not
a sustainable practice on the long term. This is often the
result of steak holders pressuring school administrators. To
overcome this limitation, other factors will be introduced to the
algorithm to achieve more accurate and reliable results. The
rest of the paper is divided into the following parts. Section
IT explains the recent literature published in the domain of
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the proposed research work. Section III gives the detail of
the proposed scheme. Analysis and results are discussed in
Section IV. Finally, the conclusion is given in Section V.

II. RELATED WORKS

Robu, A., Filip, and Robu, R. conducted a detailed as-
sessment of the benefits generated by using online learning
platforms in institutions of higher learning. They assert that
e-learning platforms create a favorable framework for the
students to optimize their education in preparation for exami-
nations. Students are offered both a more comfortable learning
landscape and an opportunity for self-evaluation. By analyzing
their progress, learners can project their level of preparation
at different moments in time. Additionally, this study employs
the use of visual elements as its primary advantage [3].

In a separate study, researchers Handa and Gordon in-
vestigated the impact of university admission policy on the
performance of part-time and full-time students in developing
countries. Their article reported that the success rate of full-
time students is almost twice that of part-time students at
the University of West Indies. The scholars attributed this
disparity to the differences in the choice of major, demo-
graphic properties, and pre-entry qualifications. Their use of
primary data and direct comparisons enhances the credibility
and accuracy of their study although it was not based on
machine learning [4]. Over recent years, various researchers
have conducted studies to investigate the significance of au-
tomated admissions systems. Mengash proposed a framework
that higher education institutions can capitalize on in making
more informed decisions in admission processes. She asserted
that tertiary learning institutions should make predictions on
learners’ academic performance before admitting them. The
study constituted the provision of models, which, if utilized ap-
propriately, can optimize higher learning institutions’ limited
resource distributions. These models are Naive Bayes, Support
Vector Machine (SVM), Decision Tree, and Artificial Neural
Network (ANN) [10]-[12]. In the findings of Mengash [5], it
appears that ANN yielded the highest accuracy of 79% making
it superior against other classification methods proposed in her
research.

The University of Texas at Austin Department of Computer
Science (UTCS) has been advanced with a statistical machine
learning system to support the work of the graduate admission.
GRADE developed how to anticipate each new applicant by
using historical admission data. Also, they implement for the
reviewers to spend most of their time and focusing their
attention on parts of each applicant’s file [6]. The proposed
software has LR encoded which achieved an accuracy of 84%.
The researchers also experimented with SVM; however, the
model was difficult to interpret and Logistic regression was
chosen [6].

Boddy and Dean described the problem-solving tasks called
Deliberation scheduling, empowering designing systems that
are efficient in taking their own calculations source into the
application during the planning and problem-solving. The de-
sign of systems that dominate their calculation source by using

the assumption of decision-making procedures and choice over
the outcomes result from applying those actions. Deliberation
scheduling affects the accurate allotment of calculations source
to decision-making procedures based on hoping of those
actions on the system’s performance [7].

Braun, Dwenger, Kubler, and Westcamp [8] supported the
idea of quota effectivity in maximizing match outcomes
among students and college programs and courses. Employing
two mechanisms, mainly sequential and simultaneous, the
researchers were able to conclude how the is proven more
effective in reserving the number of reserved seats in a quota
course to more deserving students. Furthermore, employing
two mechanisms may yield more favorable and reliable results.
The machine intelligence that goes into sequentially and
simultaneously predicting the fittest programs for applicants
and produces comparable results that, when assessed, present
relationships within the results yielded by the system [8].
Consequently, for students admitted in their first choices,
there appears to be a higher probability of more favorable
educational and economic outcomes [9]. Specifically, in terms
of academic prosperity, there appears to be a better chance
for an individual to accomplish a Master’s degree if he has
been admitted to his first-choice. This seems to implicitly
state that students who did better in high school and are
more competent in terms of academic performance are more
secured of a promising future that lies ahead of them in
terms of employment and career opportunities. For their less-
educated counterparts, it may be challenging to maximize
opportunities in employment because of higher standards set
to be considered one of the bests.

Large data sets can be analyzed to predict future outcomes
of certain events through advanced statistical analysis [13]-
[15]. The prediction however can be done by humans but is
time consuming and the model might be susceptible to high
uncertainties and randomness due to human error since the
task can get quite complex. To overcome this, the prediction
method could be automated by feeding the training data to an
algorithm that can then predict the outcome of a new dataset
based on the training data. Some machine learning algorithms
and techniques were introduced by Obulesu et al [16], such
as decision tree, KNN, SVM and NB.

III. PROPOSED SCHEME

The proposed design is a fully visual and interactive soft-
ware application that conduct all calculation and analysis
though several algorithms that are hidden away from the user
in the backend of the application. The software is developed
fully in python using anaconda as the package manager, it
is also important to note that the final product does not
require python to be installed on the machine. The software
is compiled such as it is self-installed on the PC in a way
that anyone can use the software to its full potential. The
app developed has the capability of processing thousands of
data entries without any issues at a fast pace. In addition, the
software classifies the students as Accepted, Foundation, or
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Rejected based on the Kuwaiti Universities admission require-
ments, these standards and requirements are obtained from
several sources and they all relate to the equivalent percentage.
The results from the software are exported in a CSV format
that can be processed further by the administration team. In
terms of the algorithms used, as discussed earlier the software
follows two classes of algorithms; deterministic algorithm
and probabilistic algorithm. The deterministic algorithm is
the core of the software since the output of the deterministic
portion of the software is used as one of the inputs into the
probabilistic portion of the software. In Simpler terms the
output of the algorithm that determines the status using a
set of “if, if else and else” functions is used as the testing
data in conjunction with the training data imported by the
user that corresponds to the desired institute, the software
will then check the choices the user has made in the GUI
on what machine learning algorithms were chosen which will
adjust the output accordingly. There are three machine learning
algorithms embedded, K-nearest neighbour, decision tree and
random forest. Initially there were supposed to be only two
machine learning algorithms, however it was found out at
later stages of development that the decision tree algorithm
for the data being dealt with suffers from extreme overfitting.
To overcome this problem the random forest algorithm was
embedded which is basically and improved version of the
decision tree algorithm.

Overview of the proposed system High School Percent-
age (HSP), Equivalent Percentage (EQP), Majors: Medicine
(Med), Mathematics (M), Pharmacy (Ph), General Health
(GH), Architecture (Arc), Engineering (Eng), Life Science
(LS), Administrative Sciences (AS), Education Scientific (ES),
Education Literary (EL), Arabic Literature(AL), English Lit-
erature (EL), Shariaa (Sh), Courses needed: English(E), Ara-
bic(A), Math(M), chemistry(C).

EQPhreq = 0.15x E+0.1x M+0.1xC~+0.65x HSP (1)
EQPppn, =0.15x E+0.20 x M 4+0.65 x HSP  (2)
EQPpp, =0.15x E40.1x M+0.1xC+0.65x HSP (3)
EQPgy =015 x E+0.15 x M +0.70 x HSP  (4)
EQPuye =0.15x E+0.15 x M +0.70 x HSP  (5)
EQPLs =0.15 x E+0.15x M + 0.70 x HSP  (6)
EQPsp =0.15%x E+0.15x M +0.70 x HSP  (7)

EQPgs =0.075 x E+0.075 x M +0.05 x A+0.80 x HSP
®)
EQPrr, =01xE+01xA+080x HSP )

EQPa; =0.15x A+ 0.85 x HSP (10)
EQPgr, = 0.15 x E + 0.85 x HSP (11)
EQPsy = 0.15x A+0.85 x HSP (12)
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Fig. 1. Metrics for the Admission to Colleges of Engineering
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Fig. 2. Metrics for the Admission to Colleges of Arabic Literature

Results and Analysis During the testing phase, the software
was allowed to process numerous data sets with all the options
toggled on to check for any bugs or possible crashes. Initially
there were a lot of issues with the code as the software kept
crashing. These issues were fixed gradually, eventually the
software was optimised to run smoothly thus enhancing the
user experience.

hsp <= 69.99
gini = 0.612
samples = 1000
value = [182, 308, 510]
class = Rejected

EQP <= 78.675
gini = 0.467
samples = 489
value = [182, 307, 0]
class = Foundation

gini = 0.367
samples = 235
value = [178, 57, 0]
class = Accepted

Fig. 3. Illustrates the visual output of the decision tree




TABLE I
SHOWS THE OUTPUT FOR THE COMBINED OPTION

TABLE II
SHOWS THE OUTPUT FOR THE COMBINED OPTION

The deterministic model to calculate the equivalent per-
centage was tested against has calculations and the results
matched for all the institute. However, a mistake was found
in the department of English literature where the equivalent
percentage was calculated incorrectly inside python. All other
results from python matched the handwritten calculations. The
probabilistic model on the other hand, hence the machine
learning was tested using a confusion matrix, Precision, Recall,
Fl-score, and accuracy. The confusion matrix gives a general
idea about the performance of the machine learning model
in terms what predictions were accurate and what predictions
were not, this was done by comparing the testing data with
the training data that is imported by the user. Figure 1 and
Figure 2 illustrates the output in terms of the metrics for each
institute that the software processes. Each figure demonstrates
the precision, F1-score, Recall, and accuracy for each machine
learning algorithm used. From the results obtained in terms of
the machine learning algorithm, it was evident that the decision
tree algorithm had the highest accuracy for all the institutes.
While the KNN algorithm showed the lowest accuracy. The
random forest classifier on the other hand was in the mid-
range in terms of accuracy. Nevertheless the decision tree
showed signs of overfitting since most of the times the metrics
were maxed at 100%. This can be related to the fact that the
database used for training and testing were both randomly
generated. However further testing is required to validate the
results and the reliability of the software. The main challenge
that was faced was to properly link and affiliate the Graphical
User interface with the logic of the algorithm, since most of
the bugs and errors that were faced were in regard to this issue.
Interview (Int), Status (ST), Foundation (FD), Rejected (RJ),
Accepted (AT), Admission Prediction (AP).

Regarding the exported output, the results will mainly
depend on the input of the user. Table 1 shows a sample output
if the user chooses the machine learning options to export
individually. The export file will show the student details
such as the ID, all the skills test results, and the calculated
equivalent percentage for the specified institute. The 9th row
shows the output of the deterministic algorithm, which the
10th column shows the output for the probabilistic algorithm.
The 11th row compare the value from the 10th row and the
9th row, if the values are different the student will be assigned
an interview or any sort of qualification check. If the values
were equal to each other the status of the student is set. Figure
(26) shows the output for one machine learning algorithm On

D] M E C A F HSP | EQP | ST | KNN | DT | RF | Int D M E C A F HSP | EQP | ST | AP | Int
T | 8446 | 7612 | 66.17 | 622 | 4621 | 6636 | 71.1 | RI | R | Rl | RI | No T 18446 | 7612 1 6617 | 622 | 4621 1 6636 | 711 | &0 | R | No
2 | 5605 | 52.87 | 40.00 | 90.86 | 59.24 | 58.1 | 567 | RI | RI | RI | FD | Yes 7135605 5287 14000 19086 5924 T 3581 567 1’1 T R T No
3 | 54.65 | 8035 | 53.17 | 5649 | 83.79 | 67.83 | 6635 | RI | Rl | RI | RI | No
7 172992 15943 1 6329 | 6627 1 6195 | 57.19 | 557 | RJ R R TR | No 3 54.65 | 80.35 | 53.17 | 56.49 | 83.79 | 67.83 | 66.35 RJ RJ No
3 76.43 | 78.05 | 83.46 | 59.08 | 70.61 | 68.61 711 R D RI | ®RJ | Yes 4 4992 | 5943 | 63.29 | 66.27 | 61.95 | 57.19 55.7 RJ RJ No
6 769 | 61.33 | 86.03 | 47.53 | 55.53 | 66.61 | 67.25 | RJ RJ R] | RJ | No 5 76.43 | 78.05 | 83.46 | 59.08 | 70.61 | 68.61 71.1 RJ | FD | Yes
7 [ 9565 | 49.15 | 5444 | 784 | 7462 | 7456 | 7445 | FD | FD | FD | FD | No 6 | 769 | 6133 | 86.03 | 4753 | 5553 | 6661 | 6725 | RI | RJ | No
8 | 9749 | 45.07 | 42.13 | 81.74 | 68.05 | 64.08 | 6775 | I | R | RI | RI | No 7 195.65 | 49.15 | 54.44 | 784 | 74.62 | 7456 | 7445 | ED | ED | No
S B A A A e 8 [ 9749 | 45.07 | 42.13 | 81.74 | 68.05 | 64.08 | 6775 | RN | RI | No
: : : : = - - 9 88.11 | 84.33 | 97.14 95.8 83.86 | 82.79 83.5 AT | FD | Yes
10 | 76.76 | 90.24 | 71.83 86.77 46.3 68.79 729 RJ FD | Yes

the other hand, if the user chooses the combined output from
the user interface, the output is similar to Table 2. Similar to
the previous figure shown, the first row shows the unique ID,
then all of the students’ grades will be listed along with the
Equivalent percentage calculated for the desired institute. The
9th column is the result from the deterministic model, while
columns 10, 11, and 12 are the output of the probabilistic
model. If all values in the output columns are the same, the
student status will remain unchanged, while if 1 column is
different than the other 3, the student will be assigned an
interview or any form of qualification check.

The confusion matrix is another form of testing/validating
the results. The software has an option to be run in console
mode where the metrics shown above, and the confusion
matrix will be automatically generated and displayed. The
confusion matrix is a strong tool that help visualise the results
in a form of a matrix. Table (2) illustrates how these results
could be interpreted.

TABLE III
ILLUSTRATES THE CONFUSION MATRIX

Student Admission Machine learning Level
Status Accepted | Foundation Rejected
Accepted X1 - True X2 - False | X3 - False
Foundation X4 - False X5 - True X6 - False
Rejected X7 - False | X8 - False X6 - True

IV. CONCLUSION AND FUTURE WORK

To conclude, a solution was proposed to enhance the pro-
cesses of admissions to university. A software was developed
that processes data using several algorithms that can be split
into two classes, deterministic algorithm, and probabilistic
algorithms. The deterministic algorithm is based on a series
of if functions that will check the equivalent percentage of the
student against the requirements to be accepted in the desired
institute. The probabilistic algorithms on the other hand are
based of machine learning techniques that will consider more
attributes when determining the status of the student. In total
three algorithms were used, KNN, decision tree, and the
Random forest classifier. The algorithms were optimised to
suit the training data, however since the data was randomly
generated, the algorithm suffered from overfitting.

Additionally, a visual output for the decision tree was also
included in the algorithm, the output will illustrate the process
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in which the machine learning algorithm will categorise the
student based on the criteria. For the decision tree, the two
attributes to be tested were the high school percentage (HSP)
and the equivalent percentage (EQP). Figure 3 illustrates the
visual output that is automatically generated and saved in the
export environment that the user chooses. Figure 3 on the
other hand illustrates the visual process of the random forest
classifier which takes more steps to classify the entry when
compared to the decision tree algorithm.
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