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Abstract— We propose a CNN-based multi-view image quality 
enhancement (MVIQE) to improve the quality of a target image 
using adjacent multi-view images. Differing from the conventional 
single frame quality enhancement, our approach aims to improve 
the quality by transferring a higher quality of other input views in 
multi-view images as references. Our network contains an optical 
flow estimation module, warping layers, and image synthesis 
module to enhance the quality of a target image with quantization 
noise. Experimental results show that our method outperforms 
previous studies on image quality enhancement in terms of peak 
signal-to-noise ratio performance.  

Keywords—Convolutional Neural Networks(CNN), Image 
quality enhancement, multi-view images 

I.  INTRODUCTION  
Recently, multi-view video contents are widely used with 

three-dimensional (3D) immersive video services such as 
metaverse and virtual reality. However, the image quality of the 
compressed video drops rapidly with limited bandwidths [17]. A 
video compression rate tends to increase in 3D video 
transmission due to a number of views, and accordingly, image 
quality needs to be further enhanced.  

Convolutional neural network (CNN)-based techniques are 
widely used to improve degraded image quality by quantization 
noise (Q-noise) during video compression [1, 18]. In the process 
of video compression, the quantization brings in distortion 
because the quantization determines how much high-frequency 
signal will be lost during compression. The compression rate is 
controlled by a quantization parameter (QP). The higher the QP 
value, the more high-frequency signals are lost. Then, the image 
has poor quality.  

      Increasing the quality of the compressed image makes it 
possible to visually recognize an object more accurately. 
Although there were several studies to alleviate the degradation 
of an image quality [2, 3], it is difficult to directly apply those 
methods to multi-view images [19].   

In this paper, we propose a method to increase the quality of 
a low-quality compressed target image by using its high-quality 
multi-view images as reference frames. The main contributions 
of this paper are: (1) we propose a novel CNN-based multi-view 
image enhancement, which can reduce compression artifacts of 
a compressed image using adjacent views among input multi-
view images. (2) We develop a new fusion scheme utilizing 
multi-view image characteristics. (3) Experimental results 

demonstrate that the proposed method outperforms state-of-the-
arts studies in image enhancement.  

II. RELATED WORK 

A. Image quality enhancement 
Image quality enhancement research is being conducted to 

enhance the image quality that has degraded quality due to 
compression. In the case of JPEG compression, blocky or 
ringing artifacts occur when compressing an image. To solve 
these side effects, deep learning-based compressed image 
quality enhancement research is in progress. For example, there 
are AR-CNN [2] and Dn-CNN [3]. However, all of the above 
methods are single image enhancement methods, which are not 
efficiently applicable to multi-view images. Because the existing 
single image enhancement methods do not utilize the 
characteristics of the other images in different views, the degree 
of quality improvement for multi-view images could be further 
improved. 

B. Super-resolution 
In the compressed image enhancement, although only few 

studies have been conducted to enhance the quality of a target 
image using multi-view images as reference images, there were 
several pioneering studies on reference-based super-resolution 
(Ref-SR) as a pixel-based restoration task [4, 5]. Ref-SR is an 
image processing task to increase the resolution of a low-
resolution image to a high-resolution by using the high-
resolution image as a reference image. Since a reference image 
has high-resolution information, if it is used to super-resolve the 
low-resolution target frame, as a result, an image with clean 
quality can be obtained. Accordingly, the Ref-SR studies 
provided superior performance to single-image-based SR [6, 7]. 

State-of-the-arts reference-based super-resolution studies so 
far include CrossNet [8] and TTSR [9]. CrossNet is for light 
field image super-resolution, which does not consider 
characteristics of multi-view images. Specifically, in light field 
images, the disparity is smaller than in that of multi-view images. 
Although it is easier to estimate flows of light-field images, it 
cannot be directly applied to multi-view images. TTSR uses the 
texture of a reference image for super-resolution. However, this 
method is not fitted for compressed images because the 
compressed image has already lost fine textures. It would be 
difficult to use the textures of reference images for improving 
the target compressed image. Therefore, for considering the 
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characteristics of compressed multi-view images, we propose a 
novel multi-view compressed image quality enhancement. 

C. Image/video Synthesis using Warping 
Our method is related to image/synthesis tasks that use 

additional images from other viewpoints or images. The 
synthesis methods include view synthesis [10] and video 
interpolation [11, 16]. However, our method is different from 
the existing synthesis methods. We devised a new fusion 
scheme to take advantage of the multi-view images’ 
characteristics. 

III. PROPOSED APPROACH 
This model aims to enhance the quality of a compressed 

target image 𝐼𝐼𝑇𝑇𝑇𝑇𝑇𝑇
𝑣𝑣1  by using multi-view images 𝐼𝐼𝑅𝑅𝑅𝑅𝑅𝑅𝑥𝑥

𝑣𝑣𝑖𝑖 , 𝐼𝐼𝑅𝑅𝑅𝑅𝑅𝑅𝑦𝑦

𝑣𝑣𝑗𝑗  as its 
references captured in views of 𝑣𝑣𝑖𝑖 and 𝑣𝑣𝑗𝑗 along with 𝑥𝑥 -axis and 
𝑦𝑦 -axis. It is noted that the reference images are high-quality 
images compressed with a low QP, and the target image is a low-
quality image compressed with a high QP. In other words, we 
use high-quality references for improving target quality. Our 
model architecture is pipelined to the optical flow estimation, 
backward warping layers, and image synthesis. The entire 
network architecture is plotted in Fig. 1. 

A. Alignment module and Warping loss 
Since the reference multi-view images are not aligned with 

the target image, we align references to the target using flow 
estimation and backward warping layers. We employ PWC-Net 
[12], which provides high accuracy to produce flows, to estimate 
the disparity between target and references. PWC-Net estimates 
a flow 𝐹𝐹𝑖𝑖 between each reference view image 𝐼𝐼𝑅𝑅𝑅𝑅𝑅𝑅

𝑣𝑣𝑘𝑘  and the target 
view image 𝐼𝐼𝑇𝑇𝑇𝑇𝑇𝑇

𝑣𝑣1   as follows: 

𝐹𝐹𝑖𝑖 = 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓{𝐼𝐼𝑇𝑇𝑇𝑇𝑇𝑇
𝑣𝑣1 , 𝐼𝐼𝑅𝑅𝑅𝑅𝑅𝑅

𝑣𝑣𝑘𝑘 },                          (1) 

where 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓  refers to a network function of PWC-Net. In 
experiments, we use four flows from four references, i.e., i=1..4 
and k=2..5. 

After that, with each flow 𝐹𝐹𝑖𝑖, in backward warping layers, all 
reference images 𝐼𝐼𝑅𝑅𝑅𝑅𝑅𝑅

𝑣𝑣𝑘𝑘  are aligned to the same view point of a 
target image  𝐼𝐼𝑇𝑇𝑇𝑇𝑇𝑇

𝑣𝑣1  in the image domain as follows: 

  𝐼𝐼𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 = 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊{𝐹𝐹𝑖𝑖, 𝐼𝐼𝑅𝑅𝑅𝑅𝑅𝑅
𝑣𝑣𝑘𝑘 }  (2) 

where  𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 refers to the backward warping layer 
in Fig. 1 to produce an output reference images 𝐼𝐼𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 . 

However, warping between the target image and reference 
multi-view images is difficult due to a large disparity of the 
multi-view images. Therefore, for accurate warping, we propose 
to add a warping loss 𝐿𝐿𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤. In the case of multi-view images, 
since the disparity difference between each view is large, a 
warping loss is essential. After adding the warping loss function, 
this disparity between target and references can be estimated 
well. This warping loss 𝐿𝐿𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 refers to the difference between 
the ground-truth image  𝐼𝐼𝑔𝑔𝑔𝑔  and warped reference images 
𝐼𝐼𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 . By adding this warping loss, the model can continue to 
estimate an optical flow well during training for alignment from 
reference images to the target image. Given the network 
prediction 𝐼𝐼𝑒𝑒𝑒𝑒ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 , and the ground-truth image  𝐼𝐼𝑔𝑔𝑔𝑔 , the loss 
function can be written as   

𝐿𝐿𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 =  √∥ 𝐼𝐼𝑒𝑒𝑒𝑒ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 −  𝐼𝐼𝑔𝑔𝑔𝑔 ∥2+  𝜌𝜌2   

and 

𝐿𝐿𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 =  √∥ 𝐼𝐼𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 −  𝐼𝐼𝑔𝑔𝑔𝑔 ∥2+ 𝜌𝜌2  

Figure 1. Network structure of our MVIQE, including optical flow estimation, backward warping layers, and image synthesis. 
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where 𝜌𝜌 = 0.001 is the Charbonnier penalty function [13].  

We build the total loss function as follows:  

𝐿𝐿𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 =  𝐿𝐿𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 + 𝐿𝐿𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤   

B. Fusion module 
Multi-view images are obtained on the x-axis or y-axis 

around the target view. We propose a new fusion scheme using 
this characteristic. First, we attempt to warp all of the reference 
views to the target view. Then, for the x-axis, we try to fuse three 
kinds of features from the target view 𝐼𝐼𝑇𝑇𝑇𝑇𝑇𝑇

𝑣𝑣1 , the reference views 
 𝐼𝐼𝑅𝑅𝑅𝑅𝑅𝑅𝑥𝑥

𝑣𝑣2  and  𝐼𝐼𝑅𝑅𝑅𝑅𝑅𝑅𝑥𝑥
𝑣𝑣3 , and the warped reference views 𝐼𝐼𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑥𝑥

𝑣𝑣2 and 
𝐼𝐼𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑥𝑥

𝑣𝑣3 . We concatenate these images along the x-axis and then 
put the images into a reconstruction module [7] to obtain a new 
synthesis image. We call this new fusion image the x-axis fusion 
image 𝐼𝐼𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑥𝑥  given as. 

𝐼𝐼𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑥𝑥 = 𝑟𝑟𝑟𝑟𝑟𝑟{ 𝐼𝐼𝑅𝑅𝑅𝑅𝑅𝑅𝑥𝑥
𝑣𝑣2 + 𝐼𝐼𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑥𝑥

𝑣𝑣2 + 𝐼𝐼𝑇𝑇𝑇𝑇𝑇𝑇
𝑣𝑣1 + 𝐼𝐼𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑥𝑥

𝑣𝑣3 + 𝐼𝐼𝑅𝑅𝑅𝑅𝑅𝑅𝑥𝑥
𝑣𝑣3 }      

where 𝑟𝑟𝑟𝑟𝑟𝑟 represents the reconstruction module. In eq(6), the input 
images have consistency along the x-axis as in interpolated 
video frames. Similarly, it creates the y-axis fusion image 
𝐼𝐼𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑦𝑦, given as  

𝐼𝐼𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑦𝑦 = 𝑟𝑟𝑟𝑟𝑟𝑟{ 𝐼𝐼𝑅𝑅𝑅𝑅𝑅𝑅𝑦𝑦
𝑣𝑣4 + 𝐼𝐼𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑦𝑦

𝑣𝑣4 + 𝐼𝐼𝑇𝑇𝑇𝑇𝑇𝑇
𝑣𝑣1 + 𝐼𝐼𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑦𝑦

𝑣𝑣5 + 𝐼𝐼𝑅𝑅𝑅𝑅𝑅𝑅𝑦𝑦
𝑣𝑣5 }   . 

Finally, the target view image 𝐼𝐼𝑇𝑇𝑇𝑇𝑇𝑇
𝑣𝑣1 , x-axis fusion image 𝐼𝐼𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑥𝑥, 

and y-axis fusion image 𝐼𝐼𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑦𝑦  are synthesized to generate 
enhanced output 𝐼𝐼𝑒𝑒𝑒𝑒ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎. 
 

𝐼𝐼𝑒𝑒𝑒𝑒ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 = 𝑟𝑟𝑟𝑟𝑟𝑟{𝐼𝐼𝑇𝑇𝑇𝑇𝑇𝑇
𝑣𝑣1 + 𝐼𝐼𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑥𝑥 + 𝐼𝐼𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑦𝑦}              

This fusion method is using the characteristics of the multi-
view image. By using this method, the disadvantage of multi-
view, which has a large disparity and a large difference between 
the target view and multi-views, can be reduced. That is, the 
multi-view features are easy to be used for improving the target 
image thanks to consistent alignment. 

IV. EXPERIMENT 

A. Datasets 
 The dataset used in the experiment is generated from 

synthetic ERP datasets [4, 5] and converted to perspective 
synthetic data with 6 scenes. It has 5 views based on one scene. 
The first view 𝑣𝑣1  is selected as the target view, and the 
remaining 4 views (𝑣𝑣2-𝑣𝑣5) are selected as the reference multi-
view. For one scene, images generated in chronological order as 
synthetic data are converted into YUV video format. The YUV 
video is encoded with QP = 32, 37(for references), QP = 37, 
42(for target) using High Efficiency Video Coding (HEVC) [1] 
reference software under all intra configuration. The quality 
difference between target view and reference views are around 
3dB. The dataset consists of 4,800 images in total, 2,880 images 
for training, 960 images for validation, and 960 images are used 
for testing. All image size is 256 x 256. 

To test the generalization ability of our method, we also test 
on the images from several multi-view dataset used in Moving 
Picture Expert Group (MPEG) 3D video coding standardization 
[14]. The dataset is captured from natural contents with 
perspective view. This dataset is also encoded and then used to 
test the performance. All image size is 1024 x 1024. 60 images 
are used for testing. 

B. Implementation details 
The proposed model is implemented on PyTorch framework. 

For training, the amount of data is increased through data 
augmentation. Specifically, 2,880 images for training were 
randomly cropped by 64 x 64. Also, these are rotated vertically 
and horizontally with a probability of 0.5. Our model requires 
the batch size to be a factor of 16 using Adam optimizer [15] 
with 𝛽𝛽1 =   0.9, 𝛽𝛽2 =   0.999.  We train 100K iterations. 
Learning rate is 10−4  and retained throughout training. For 
evaluation, we measure Peak Signal-to-Noise Ratio (PSNR) in 
the YUV space and report Y-PSNR values. 

Figure 2. Qualitative evaluation comparisons 
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Table 𝚰𝚰. PSNR performance comparisons 

C. Quantitative evaluation 
 We measure the PSNR between the ground-truth image and 

the compressed target image before applying each model for 
comparison, which is denoted by Target (HEVC) in Table 1. The 
PSNR values are 30. 24dB and 26.92dB when the target multi-
view images in the synthetic dataset are coded with QP37 and 
QP42, respectively. Secondly, we measure the PSNR between 
the enhanced output through each network and the ground truth 
image. We compare the proposed model and CrossNet [8] which 
is a reference frame-based super-resolution model. For a fair 
comparison, CrossNet is trained on the same data. The results 
are shown in Table 𝚰𝚰 . On average, our method achieves 
improved PSNR values approximately of 0.35-0.95dB.  It is 
observed that the quality of the target multi-view images are 
significantly improved in terms of the average PSNR values. In 
addition, our method outperforms CrossNet by 0.25-0.7dB.  
The performance is worse than that of the proposed method. 

D. Qualitative evaluation 
We compare visual quality of the compared methods in Fig. 

2 for qualitative evaluation. Fig. 2 shows the results of each 
model to enhance one frame in the test dataset. The first row 
shows the synthetic dataset result. The second row shows the test 
result using the dataset of camera captured scenes. Qualitative 
evaluation also shows the visual improvement on the target 
images. 

V. CONCLUSION 
In this paper, we proposed a novel model for multi-view 

image quality enhancement. We developed this model to apply 
on the distorted data due to compression as post-processing. To 
enhance the quality of the target image with relatively lower 
quality, it was proposed to use the multi-view images as 
references with relatively higher quality. The pipeline of 
MVIQE was full-convolutional, containing disparity estimation, 
backward warping, image reconstruction respectively. As a 
result of the experiment, it was confirmed that our proposed 
method has gain on the multi-view image enhancement. We will 
extend the proposed MVIQE to other low-level vision tasks in 
video frame quality enhancement in the future work. 
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perspective  
multi-view dataset 
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(Real) 
Tar QP 37 
Ref QP 32 

Tar QP 42 
Ref QP 37 

Tar QP 37 
Ref QP 32 

Tar QP 42 
Ref QP 37 

Target 
(HEVC [1]) 30.24 26.92 35.99 33.61 

CrossNet [8] 30.42 27.17 36.09 33.74 

Ours 30.77 27.87 36.34 34.23 
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