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Abstract—Recommender systems appear on many commercial
websites because E-Commerce and social websites are popular.
However, many businesses do not have enough capacity to develop
their recommender systems, which must be outsourced by cloud-
based service providers because the amount and complexity of
data increase. Recently, network function virtualization (NFV)
has been proposed to use virtualization technology to replace
dedicated network equipment for software network functions.
Virtual network functions (VNFs) run on commodity servers
or standard physical machines. In this paper, an NFV-based
scheduling and flexible deployment scheme (SFDS) is proposed
to consider the characteristics of recommendation-as-a-service
(RaaS), including the popularity and execution order of the
functions. According to the popularity of the functions, a dynamic
deployment algorithm is able to flexibly create or remove the
VNFs on the virtual nodes. Finally, the simulation results show a
shorter completion time. SFDS enhances the resource utilization
of the system and has a better successful reception rate.

Index Terms—Recommender System, RaaS, Network Function
Virtualization, Scheduling Algorithm, Flexible Deployment.

I. INTRODUCTION

In recent years, due to the development of electronic com-
merce and the popularization of social networks, recommender
systems have attracted great attention in academia and in-
dustry. Most current recommender systems propose different
recommendation algorithms for the recommended accuracy,
different products, or special behavior patterns [1]. Some
studies aimed to develop different recommender systems to
recommend different types of items to users [2] [3] [4].
However, due to the increasing amount of operational data
and computational complexity, merchants do not have enough
resources to develop their own systems. They must outsource
or rent resources from recommender service providers [5] [6].
Therefore, recommender service providers provide the cloud
platform in the data center to fulfill the diverse requirements
of various vendors. In the future, there will be more and more
applications built on the cloud platform [7].

In the past, hardware-specific devices can only handle spe-
cific or customized functions. It constantly increases hardware
demand and spends more time and construction costs. The
concept of network function virtualization (NFV) technology
uses virtualization to enable network functionality that is
implemented in a software manner and executes on a general
commodity device to replace the hardware-specific device. In

addition, it is possible to deploy and build customized func-
tions more quickly and flexibly. Thus, NFV greatly reduces
operating cost and improves the efficiency of network function
deployment.

A network service is divided into multiple functions using
a software-based approach to deploy network functions on
virtual machines (i.e., virtual network function (VNF)). Thus,
it can establish or remove VNFs flexibly, and thus NFV can
provide new services quickly. We use NFV to provide many
kinds of recommendation services which are produced by vary
recommender systems on the cloud platform. As a result, cloud
service providers can conveniently manage and flexibly deploy
recommendation functions. In addition, they can quickly adjust
and create new functions in response to requests from different
users, and then generate recommended results for users.

In general, recommender systems include the following
components: data collection and processing, recommender
model, recommendation post-processing, online modules, and
user interface [8]. Most of the recommended results will
be generated according to the execution order of the above
components. In the recommender service, the execution order
of the functions is limited. If a function of one service waits
for functions of the other services to be completed, then
subsequent functions of this service cannot be performed.
Thus, there are unexpected delays, and the recommended
results cannot be generated in a timely manner for the user. At
the same time, the user experience will reduce, even causing
the loss of customers and affecting the revenue of operators.

Service providers deploy many types of recommender sys-
tem on the cloud platform. Every recommender system is
customized based on the requests of different users. Due to
the wide variety of recommender systems, it has become
quite difficult to manage recommender systems. To solve the
above-mentioned problems, we observe some features in the
recommender services. First, the functions of a recommender
service must be performed in a specific order. Second, different
recommender systems provide customized algorithms to dif-
ferent customers and the recommended items are not exactly
the same. As a result, the functions of different recommender
systems are not used interactively. Based on the features, we
propose an NFV-based scheduling and flexible deployment
scheme (SFDS) in this paper.
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To match the applications of the actual recommender sys-
tem, we consider the priority of the service, the popularity of
each function, and the relationship between the components
of the recommender system. For dynamic deployment, an
evaluation function is proposed to determine the use of the
function. Our method improves the performance of the service
execution, increases the operational effectiveness of the overall
system, and the resource utilization of the cloud platform.

The remainder of this paper is organized as follows. Section
II reviews related work on the NFV scheduling and VNF
placement scheme. Section III describes the system model and
the scheme proposed in the paper in detail. Section IV shows
the simulation results. Finally, Section V is the conclusion.

II. RELATED WORK

In order to design the scheduling and dynamic deployment
mechanism for recommender systems, this section investigates
the literature on NFV scheduling and VNF placement issues.
[9] mentioned that the real-time scheduling problem was
defined as the flexible job-shop scheduling problem (FJSP).
It defined network function mapping and scheduling (NFMS)
to solve the online scheduling problem in NFV. This problem
is divided into two parts: the first part is how to select suitable
nodes to execute VNFs, and the other part is the scheduling
schemes for VNFs.

[10] discussed two types of delay in the NFV scheduling
problem: transmission delay and processing delay. Taking into
account the transmission delay between virtual nodes, the
authors used a genetic algorithm that can schedule functions
and dynamically adjust the bandwidth of the virtual link to
reduce the completion time of the service. However, this
study uses traditional job-shop scheduling to solve the NFV
scheduling problem, but does not support real-time service.
[11] proposed the network service chaining (NSC) algorithm
to find the best VNF to process the function of the network
service. Additionally, the paper considered CPU, memory,
network bandwidth, and cost to define the evaluation metric
and used the genetic algorithm to find the best solution.

Some researches had discussed that VNFs are deployed on
physical or virtual nodes. With limited resources and lower
cost, they used efficient placement strategies to minimize
management costs or the number of VNFs allocated. [12]
used MILP to solve the VNF placement problem. MILP not
only achieves effective resource utilization, avoids network
congestion and server overload, but also meets the QoS re-
quirements. [13] used integer linear programming to formulate
the VNF placement problem and considered the optimal use of
operational cost and resources to decide the number of VNFs
allocated without violating the SLA.

[14] focused on the deployment of VNFs in the data center
network (DCN). To minimize east-west traffic in the DCN,
the authors discussed the number of VNFs, the allocation
of VNF nodes, and how to separate network traffic. [15]
proposed a Markov decision process (MDP) control model
to dynamically assess the cost of building VNF and removing
VNF and the cost of processing delay. Therefore, they can

determine the number of VNFs to be deployed at the lowest
cost. Furthermore, when the processing delay cost suddenly
increases, the decision maker will adjust the VNF traffic to
achieve load balance.

[16] focused on a task scheduling algorithm based on
a hierarchical network architecture and a general topology.
The scheduling algorithm considered the transmission time
for uploading and downloading and energy consumption.
However, [16] did not consider the processing time and the
waiting time in the queue. Therefore, the scheduling algorithm
cannot meet the real-time constraints of the recommendation
system. Furthermore, [16] did not consider the deployment
problem and the scheduling problem of the VNFs in the VMs.
In [17]- [20], the learning-based scheduling algorithm, such
as reinforcement learning (RL), provides an approach to long-
term cost minimization, with the ability to capture inherent
patterns in network dynamics and make intelligent decisions
accordingly. These works focused on delay-sensitive services.

As mentioned in the previous description, we propose an
NFV-based scheduling and dynamic deployment mechanism.
Previous studies have discussed NFV scheduling and VNF
placement issues, respectively, whereas we use the effec-
tive VNF placement and dynamic adjustment mechanism to
improve the efficiency of NFV scheduling. However, the
previous methods focus on the network function, but the RaaS
function of the recommender system is more complicated than
the network function. Furthermore, previous NFV scheduling
methods dynamically adjust the placement of VNFs in virtual
nodes, but do not consider the frequency of use of the functions
or the characteristic of the service request (i.e., the relationship
between components). Thus, the system performance will
degrade in the long term and even cannot handle the user
request. Our proposed scheme will be introduced in detail in
Section III.

III. NFV-BASED SCHEDULING AND FLEXIBLE
DEPLOYMENT SCHEME (SFDS)

A. System Architecture

To resolve the problem mentioned in the previous section,
we propose an NFV-based scheduling and flexible deployment
scheme (SFDS) that consists of three phases: initialization,
scheduling, and dynamical deployment. The scheme can be
applied to the same constraint or to the same scenario for
other services. We show the overall system architecture and
the algorithm flow chart as shown in Fig. 1. We assume
that VMs have to be built on servers on a cloud platform
to start the initialization phase, as shown in step 1. After
deploying all VNFs to appropriate VMs, the system starts
waiting for the user request (i.e., the service request). After
that, the scheduling scheme (i.e., RaaS function mapping
and scheduling; RFMS) allocates the functions of the service
request to available VMs to be executed in the system, as
shown in step 2. Finally, we use an evaluation function to
calculate the current usage of each function and determine
whether the functions must be adjusted for the deployment of
VNF on VMs, as shown in step 3.
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Fig. 1: System architecture

We refer to the problem of network function mapping and
scheduling (NFMS) according to the paper [9]. Thus, we
establish a system model and design a scheduling algorithm.
Let G(V,E) be a virtual network, V = {1, . . . , n} represents
that there are n virtual nodes (VMs) that are built on physical
nodes; E(vi → vj) represents the distance between node i and
j. Thus, the number of full connection links is n × (n − 1).
In this paper, we consider the request of the user to use
multiple resources. However, the most important resources for
recommender services are CPU and memory [14]; therefore,
we define the available CPU and memory of node j as cpu(j)
and mem(j), respectively.

Assume that sk denotes the kth recommender service to
reach the system. Each recommender service sk is made up
of m VNFs that are executed in a specific order. Each virtual
node processes at most one function at the same time [10].
Furthermore, the deadline for the recommendation service (sk)
is indicated by Dk. Additionally, we consider the transmission
delay in the scheduling algorithm. Csd

e denotes the available
transmission bandwidth of link esd (from node s to node d), and
Rk i is the request for the bandwidth of the function i in the
service k. Thus, the transmission delay is Rk i/C

sd
e and πsd

e

is the time at which the link esd completes the transmission.
In recommender services, recommender functions can be

classified into five components [8]. The number of com-
ponents does not affect the performance of the proposed
scheduling algorithm. We redefine the set of functions as
Fp = {fp,1, fp,2, fp,3, . . . , fp,q} (1 ≤ p ≤ 5), where fp,q
denotes the qth function of the pth component; cpu(fp,q)
and mem(fp,q) are the CPU requirement and the memory
requirement of the function fp,q , respectively. The buffer size
used by the function fp,q is δp,q , and the buffer size available
from node j is Bj .
v(fp,q) ⊆ V is a set of nodes available for the execution of

the function fp,q . The processing time of each function fp,q at
node j is ρfp,q,j . Furthermore, ρfp,q,j > 0, where j ∈ v(fp,q)
and 1 ≤ j ≤ n; Bfp,q,j is a binary variable used to determine
whether node j can perform the function fp,q or not, as shown
in (1).

Bfp,q,j =

{
1, the node j for executing function fp,q

0, otherwise
(1)

In the algorithm, to select nodes to perform each function
in a convenient way, the completion time of the function fp,q
in the service is denoted by tp,q , and the completion time of
the last function in the service must be less than or equal to
Dk; the start time of the function fp,q is tsp,q . Finally, πj is
the expected completion time of node j. In other words, it is
the completion time of the last job in the queue of node j. We
refer to [9] to propose a greedy algorithm to find an optimal
solution. The following is a detailed description for the NFV-
based scheduling and flexible deployment scheme (SFDS).

B. NFV-based Scheduling and Flexible Deployment Scheme

In [9], authors proposed three greedy algorithms, which
consider the shortest execution time in the virtual node (greedy
fast processing, GFP), the queue has the earliest completion
time (greedy best availability, GBA), and the queue has the
most available buffer time (greedy least loaded, GLL), respec-
tively. However, in this paper, we consider that the function has
the shortest waiting time (greedy least waiting time, GLWT)
in RFMS. In addition, we also consider the transmission delay
between functions.

Algorithm 1 is RaaS function mapping and scheduling
algorithm (RFMS). When the service request arrives at the
system, it first finds nodes that can handle the functions of the
service request (line 3); nodes have to ensure that the functions
are completed before the deadline and there are enough buffer
sizes in nodes. If there is no node that can meet the constraints,
the allocation is stopped, and the error times are recorded by
the controller.

After finding the set of nodes (V
′
), the waiting time of the

function on each node (wk id) will be calculated, including
the time to wait for transmission (ew sd

k i ), the transmission time
(er sd

k i ), and the time to wait for processing (vwk id). The system
then assigns functions to nodes that have the shortest waiting
time (lines 5-21). When the function is completed at a node s,
if other functions transmit on the link, the result must wait for
other functions to complete the transmission on the link. Thus,
it generates the waiting time (ew sd

k i ); the transmission time
(er sd

k i ) is defined by which the data are actually transmitted
over the link. After the function is transmitted to a node d, if
there are other functions waiting to be processed on node d,
the function should wait for the previous functions to finish.
Thus, it generates the waiting time for processing (vwk id).

In Algorithm 1, lines 7-12, it computes the transmission
time from a source node (s) to a destination node (d). Then we
find a node that has the shortest waiting time, and then assign
the function to the node (lines 14-20). In line 14, it calculates
the time that is the previous function of node s to transmit to
node d (esdk i−1). In line 15, it computes the waiting time for
processing the function on the node d. In line 16, it determines
whether the waiting time (from line 15) is smaller than the
shortest waiting time. Finally, in lines 17-18, it determines
the time which is the function to perform the process and
transmission. In lines 22-24, it computes the completion time
of the function i and allocates the function fi to the queue on
the node d. When the last function is completed, the result will
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Algorithm 1 RaaS Function Mapping and Scheduling

1: //One service arrives at the system
2: for each function fi ∈ k do
3: Find the set of available node V

′
.

4: //Select the node d with the least wk id.
5: for each node d ∈ V

′
do

6: //Select available link to transmit.
7: if link e connected the source s and the destination

d is available then
8: //Calculate waiting time to transmit.
9: ea sd

k i−1 = tk i−1;
10: ew sd

k i−1 = max(πsd
e , ea sd

k i−1)− ea sd
k i−1;

11: er sd
k i−1 = Rk i−1/C

sd
e ;//Transmission time

12: end if
13: //Calculate waiting time to process.
14: tak i = esdk i−1 = ew sd

k i−1 + er sd
k i−1;

15: vwk id=max(πd, t
a
k i)− tak i;

16: if wk id > (ew sd
k i−1 + er sd

k i−1 + vwk id) then
17: es sd

k i−1 = max(πsd
e , tk i−1);

18: tsk id = max(πd, t
a
k i);

19: wk id = ew sd
k i−1 + er sd

k i−1 + vwk id;
20: end if
21: end for
22: tk i = esdk i−1 + vwk id + ρk id;
23: Map fi onto the node d.
24: Update the queue of the node d.
25: if fi is the final function then
26: Find one e of the links connected to the destination

d.
27: Calculate transmission time Rk i/C

sd
e .

28: end if
29: end for

be sent to the destination and also generates the transmission
delay (lines 25-28).

To improve the performance of the recommender services
on the cloud platform, the algorithm considers five components
of the recommended services. In the initialization phase, the
functions of the first component in the service are preallocated
to nodes, and then the remaining functions are allocated to
others. In order to reduce the transmission delay, it finds that
the front and rear components of the same service are allocated
to nodes which have the shortest transmission time to the node
with the current component. In addition, when the system is
looking for the node, it judges whether the resources of the
node meet the requirements of the function. In er systems,
CPU and memory resources are the most important [21].
Finally, if the system finds the available node, it allocates the
function to the node directly to improve the efficiency of the
allocation.

In Algorithm 2, it assigns VNFs to nodes. In lines 2-6, it
first deploys functions of the first component. In lines 3-4,
if there is only one node m to process the first function, it
chooses the node m to process the first function. in line 6, if
there are nodes to process the first function, it finds that node

m has the shortest distance to node n to which the previous
function is assigned, and the link (node m to node n) must
meet the bandwidth requirement of the link. Then, it deploys
the remaining functions of the second to the fifth components
to nodes as shown in lines 11-20. In line 12, it finds a set of
nodes (V

′
) that can perform the previous function (fp−1,q) and

the next function (fp+1,q) for the function (fp,q). In lines 13-
19, it finds a node s from V

′
, and s has the shortest distance to

the current node and meets the resource requirements. Finally,
it deploys the function on the node s.

Algorithm 2 First-fit Algorithm for VNF Placement

1: //Place the first component F1

2: for each function f1,q ∈ F1 do
3: if q == 1 then
4: //Find the first available node m.
5: else
6: Find the node m with the shortest path e(n →

m) ∈ E and Ce ≥ Rf1,q .
7: end if
8: n = m;
9: end for

10: //Place residual component set Fp(2 ≤ p ≤ 5)
11: for function fp,q ∈ eachFp do
12: Find the set of node V

′
placed fp−1,q or fp+1,q .

13: for each r ∈ V
′

do
14: Find the node s with the shortest path e(r → s) ∈

E and Ce ≥ Rfp,q .
15: if cpu(s) > cpu(fp,q)&&mem(s) > mem(fp,q)

then
16: Allocate fp,q to the node s.
17: break
18: end if
19: end for
20: end for

Finally, based on the use of functions, VNFs are dynami-
cally deployed on nodes. Therefore, the evaluation function is
used to calculate xi, and α is a critical value (threshold) of the
evaluation function. When we use Algorithm 2 to complete the
deployment of VNF, Algorithm 3 is performed. Algorithm 3
is to evaluate the use of each function and determine whether
the deployment of VNFs at the nodes needs to be adjusted.

In Algorithm 3, line 2, it removes the VNF that has not been
used for a long time. It uses the evaluation function to calculate
the xi value as shown in line 4. In line 5, it determines whether
xi is greater than α or not. In lines 7-22, it creates a new VNF
on a node in response to system requirements. When xi > α, it
finds nodes that meet the resource requirements of the system.
In lines 9-14, it determines whether there is an available link or
not. If there is an available link, it continues with subsequent
processes. Then, in line 15, it calculates the average waiting
time (AWT ) and the number of functions assigned on node
j (Nj). In lines 16-20, it finds the node k with the smallest
AWT and the smallest Nj . Finally, in line 23, it allocates the
function to the node k.
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Algorithm 3 Flexibly Dynamic Deployment

1: //Dynamical VNF remove
2: (i, k);
3: //Dynamical VNF creation
4: xi;
5: if xi > α//VNFCreate(); then
6: minAWT = 0;
7: for each node j ∈ V do
8: //Has available links to transmit.
9: for each link e connected with the node j do

10: if Csj
e > Ri then

11: hasLink=true;
12: end if
13: end for
14: if cpu(j) > cpu(fi) and mem(j) > mem(fi) and

hasLink then
15: Calculate AWTj=

∑m
i=1 Bij×wij∑n

j=1 γij
;Nj=

∑m
i=1 Bij .

16: if minAWT > AWTj and minCount > Nj

then
17: k = j;
18: minAWT = AWTj ;
19: minCount = Nj ;
20: end if
21: end if
22: end for
23: Allocate function i on the node k.
24: end if

Last but not least, the mechanism for removing VNFs on
virtual nodes is described. When each function is established
at the node, the variable yi,j has a constant value C. The value
is reduced by one when there is no function i to allocate at
node j; If the function i is allocated at node j, the value of
yi,j maintains the same value. The purpose is to monitor VNFs
that have not been used for a long time and can be removed
immediately. Furthermore, the mechanism also prevents VNF
from occupying too much resources and resulting in poor
utilization and resource waste.

IV. SIMULATION RESULTS

TABLE I: Simulation parameters
Parameter Range or Value
The number of nodes 50
Buffer capacity for each node [75, 100]
The number of processed functions on each node [1, 7]
Processing time of each function [15, 30]
Buffer demand for each function [7.5, 10]
The number of functions for each service [5, 10]
The deadline of services [5000, 10000]
The bandwidth demand of each function [1, 4] Mbps
The maximal bandwidth of each link 8 Mbps

In Section IV, our RFMS is compared with GBA [9].
We show the performance of using the initialization (INIT)
and dynamic adjustment (FDD) methods. We observe the
differences before and after INIT and FDD are used. Next, we
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Fig. 2: Average completion time of RMFS and GBA

describe the simulation environment and the simulation results
in sequence. We use a discrete event simulator to perform the
simulation and use Java to implement the simulation [9] [22].
In the simulation environment, we assume that the service
request arrival process forms the Poisson distribution with the
average arrival rate λ. The average service arrival rate is set
to every 5 time units per one service request. There are 2000
service requests to arrive at the simulation. The parameters are
used as shown in Table I [9] [10]. In the simulation, the metrics
are average completion time and successful reception rate. The
average completion time is the average time to complete a
service. Successful reception rate is defined as the number of
successful services over the number of all services.

We consider the characteristics of the recommender service.
There are 50 functions in the system. In INIT, it assigns the
functions to the nodes according to the relationship between
the components. The functions are classified into 5 compo-
nents, and each component contains 10 functions. On the
basis of the order of the components, one of the functions is
randomly selected from each component to build the service.
Next, we show the simulation results for using INIT and FDD.

Fig. 2 shows the average completion time of RFMS and
GBA with/without INIT and FDD. In Fig. 2, we observe that
INIT and FDD can effectively reduce the average completion
time of the service. When the system is initialized, INIT
strategically allocates the functions to the nodes. This is
because INIT considers the relation between the components
to effectively deploy the functions to nodes. On the other hand,
after FDD is used, FDD dynamically adjusts the allocation
of the functions on the nodes based on the use situation of
the functions. Thus, FDD can effectively reduce the average
completion time of services.

Fig. 3 shows the successful reception rate of services. The
original scheduling algorithms (i.e., RFMS and GBA) have a
lower successful reception rate without using INIT and FDD.
This is because the RFMS and GBA randomly allocate the
functions to the nodes. Therefore, when the number of arrival
services increases, the successful reception rate decreases.
After INIT and FDD are used, the successful reception rate of
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services almost keeps the best value because we effectively use
the initial allocation and the flexible management mechanism
to improve the average completion time of services.

In summary, our method can effectively reduce the response
time of recommender services and enhance the efficiency of
the overall system. Additionally, whether or not our algorithm
(RFMS) is applied to recommender services, FDD effectively
manages and dynamically adjusts the placement of the VNFs
to greatly improve the processing time of services. However,
dynamic adjustment requires additional time and cost to build
and remove the VNF.

V. CONCLUSION

This paper considers the characteristics of the recommender
services in the cloud environment, such as the functions
must be executed in order, and the functions of different
recommender services are not used interactively. Thus, we
propose a scheme based on NFV-based scheduling and flexible
deployment. The scheme effectively reduces the completion
time of the recommender services. In addition, the effec-
tive deployment and adjustment mechanism can increase the
performance of recommender services and the convenience
of service providers. The simulation results show that our
proposed algorithm has better processing efficiency.
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